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Notice

Every effort was made to ensure that the information in this document
was complete and accurate at the time of printing. However,
information is subject to change.

Warranty

Avaya Inc. provides alimited warranty on this product. Refer to your
sales agreement to establish the terms of the limited warranty. In
addition, Avaya's standard warranty language as well asinformation
regarding support for this product, while under warranty, is available
through the following Web site: http://www.avaya.com/support.

Preventing Toll Fraud

“Toll fraud” isthe unauthorized use of your telecommunications
system by an unauthorized party (for example, a person who is not a
corporate employee, agent, subcontractor, or is not working on your
company's behalf). Be aware that there may be arisk of toll fraud
associated with your system and that, if toll fraud occurs, it can result
in substantial additional charges for your telecommunications
services.

Avaya Fraud Intervention

If you suspect that you are being victimized by toll fraud and you need
technical assistance or support, in the United States and Canada, call
the Technical Service Center's Toll Fraud Intervention Hotline at
1-800-643-2353.

How to Get Help

For additional support telephone numbers, go to the Avaya support
Web site: http://www.avaya.com/support. If you are:
» Within the United States, click the Escalation Management link.
Then click the appropriate link for the type of support you need.
» Outside the United States, click the Escalation Management link.
Then click the International Services link that includes telephone
numbers for the international Centers of Excellence.

Providing Telecommunications Security

Telecommunications security (of voice, data, and/or video
communications) is the prevention of any type of intrusion to (that is,
either unauthorized or malicious access to or use of) your company's
telecommunications equipment by some party.

Your company's “tel ecommunications equipment” includes both this
Avaya product and any other voice/data/video equipment that could be
accessed via this Avaya product (that is, “networked equipment”).

An “outside party” is anyone who is not a corporate employee, agent,
subcontractor, or isnot working on your company's behalf. Whereas, a
“malicious party” is anyone (including someone who may be
otherwise authorized) who accesses your telecommunications
equipment with either malicious or mischievous intent.

Such intrusions may be either to/through synchronous (time-
multiplexed and/or circuit-based) or asynchronous (character-,
message-, or packet-based) equipment or interfaces for reasons of:

« Utilization (of capabilities special to the accessed eguipment)

» Theft (such as, of intellectual property, financial assets, or toll
facility access)

 Eavesdropping (privacy invasions to humans)

» Mischief (troubling, but apparently innocuous, tampering)

» Harm (such as harmful tampering, data loss or alteration,
regardless of motive or intent)

Be aware that there may be arisk of unauthorized intrusions
associated with your system and/or its networked equipment. Also
realize that, if such an intrusion should occur, it could result in a
variety of losses to your company (including but not limited to,
human/data privacy, intellectual property, material assets, financial
resources, labor costs, and/or legal costs).

Responsibility for Your Company’s Telecommunications Security

The final responsibility for securing both this system and its
networked equipment rests with you - Avaya's customer system
administrator, your telecommunications peers, and your managers.
Base the fulfillment of your responsibility on acquired knowledge and
resources from a variety of sources including but not limited to:

« Installation documents

¢ System administration documents

¢ Security documents

» Hardware-/software-based security tools

« Shared information between you and your peers
» Telecommunications security experts

To prevent intrusions to your telecommuni cations equipment, you and
your peers should carefully program and configure:

« Your Avaya-provided telecommunications systems and their
interfaces

* Your Avaya-provided software applications, as well as their
underlying hardware/software platforms and interfaces

« Any other equipment networked to your Avaya products

TCP/IP Facilities

Customers may experience differencesin product performance,
reliability and security depending upon network configurations/design
and topologies, even when the product performs as warranted.

Sandards Compliance

Avaya lnc. is not responsible for any radio or television interference
caused by unauthorized modifications of this equipment or the
substitution or attachment of connecting cables and equipment other
than those specified by Avaya Inc. The correction of interference
caused by such unauthorized modifications, substitution or attachment
will bethe responsibility of the user. Pursuant to Part 15 of the Federal
Communications Commission (FCC) Rules, the user is cautioned that
changes or modifications not expressly approved by Avaya Inc. could
void the user’s authority to operate this equipment.

Product Safety Standards

This product complies with and conforms to the following
international Product Safety standards as applicable:

Safety of Information Technology Equipment, IEC 60950, 3rd Edition
including all relevant national deviations as listed in Compliance with
IEC for Electrical Equipment (IECEE) CB-96A.

Safety of Information Technology Equipment, CAN/CSA-C22.2
No. 60950-00 / UL 60950, 3rd Edition

Safety Reguirements for Customer Equipment, ACA Technical
Standard (TS) 001 - 1997

One or more of the following Mexican nationa standards, as
applicable: NOM 001 SCFI 1993, NOM SCFI 016 1993, NOM 019
SCFI 1998

The equipment described in this document may contain Class 1
LASER Device(s). These devices comply with the following
standards:

« EN 60825-1, Edition 1.1, 1998-01
* 21 CFR 1040.10 and CFR 1040.11.


http://www.avaya.com/support
http://www.avaya.com/support/

The LASER devices operate within the following parameters:

* Maximum power output: -5 dBm to -8 dBm
» Center Wavelength: 1310 nm to 1360 nm

Luokan 1 Laserlaite
Klass 1 Laser Apparat

Use of controls or adjustments or performance of procedures other
than those specified herein may result in hazardous radiation
exposures. Contact your Avaya representative for more laser product
information.

Electromagnetic Compatibility (EM C) Standards

This product complies with and conforms to the following
international EMC standards and all relevant national deviations:

Limits and Methods of Measurement of Radio Interference of
Information Technology Equipment, CISPR 22:1997 and
EN55022:1998.

Information Technology Equipment — Immunity Characteristics —
Limits and Methods of Measurement, CISPR 24:1997 and
EN55024:1998, including:

* Electrostatic Discharge (ESD) IEC 61000-4-2

» Radiated Immunity |EC 61000-4-3

* Electrical Fast Transient IEC 61000-4-4
Lightning Effects |EC 61000-4-5

Conducted Immunity |EC 61000-4-6

* Mains Freguency Magnetic Field IEC 61000-4-8
* Voltage Dips and Variations |[EC 61000-4-11

* Powerline Harmonics |EC 61000-3-2

Voltage Fluctuations and Flicker |[EC 61000-3-3

Federal Communications Commission Statement

Part 15:

Note: Thisequipment has been tested and found to comply with
thelimitsfor a Class A digital device, pursuant to Part 15 of the
FCC Rules. These limits are designed to provide reasonable
protection against harmful inter ference when the equipment is
loper ated in acommercial environment. Thisequipment gener ates,
uses, and can radiate radio frequency energy and, if not installed
iand used in accor dance with the instruction manual, may cause
har mful interference to radio communications. Operation of this
lequipment in aresidential areaislikely to cause harmful
interference in which case the user will berequired to correct the
interference at his own expense.

Part 68: Answer-Supervision Signaling

Allowing this equipment to be operated in a manner that does not
provide proper answer-supervision signaling isin violation of Part 68
rules. This equipment returns answer-supervision signals to the public
switched network when:

» answered by the called station,

» answered by the attendant, or

« routed to arecorded announcement that can be administered by
the customer premises equipment (CPE) user.

This equipment returns answer-supervision signals on all direct
inward dialed (DID) calls forwarded back to the public switched
telephone network. Permissible exceptions are:

e A call isunanswered.
* A busy toneisreceived.
* A reorder toneis received.

Avaya attests that this registered equipment is capable of providing
users accessto interstate providers of operator servicesthrough the use
of access codes. Modification of this equipment by call aggregatorsto
block access dialing codes is aviolation of the Telephone Operator
Consumers Act of 1990.

REN Number
For MCC1, SCC1, CMC1, G600, and G650 M edia Gateways:

This equipment complieswith Part 68 of the FCC rules. On either the
rear or inside the front cover of this equipment is alabel that contains,
among other information, the FCC registration number, and ringer
equivalence number (REN) for this equipment. If requested, this
information must be provided to the telephone company.

For G350 and G700 M edia Gateways:

This equipment complies with Part 68 of the FCC rules and the
requirements adopted by the ACTA. On the rear of thisequipmentisa
label that contains, among other information, a product identifier in
the format USSAAAEQ##TX XX X. The digits represented by ## are
the ringer equivalence number (REN) without a decimal point (for
example, 03 isa REN of 0.3). If requested, this number must be
provided to the telephone company.

The REN is used to determine the quantity of devicesthat may be
connected to the telephone line. Excessive RENs on the telephone line
may result in devices not ringing in response to an incoming call. In
most, but not all areas, the sum of RENs should not exceed 5.0. To be
certain of the number of devices that may be connected to aline, as
determined by the total RENs, contact the local telephone company.

REN is not required for some types of analog or digital facilities.

M eans of Connection

Connection of this equipment to the telephone network is shownin the
following tables.

For MCC1, SCC1, CMC1, G600, and G650 M edia Gateways.

Manufacturer’s Port FIC Code SOC/REN/ Network
Identifier A.S.Code Jacks
Off/On premises station OL13C 9.0F RJ2GX,
RJ21X,
RJ11C
DID trunk 02RV2-T 0.0B RJ2GX,
RJ21X
CO trunk 02GS2 0.3A RJ21X
02LS2 0.3A RJ21X
Tietrunk TL31M 9.0F RJ2GX
Basic Rate Interface 02I1S5 6.0F, 6.0Y RM9C
1.544 digital interface 04DU9-BN  6.0F RJ8C,
RJ48M
04DU9-IKN  6.0F RJM8C,
RJ8M
04DU9-ISN  6.0F RJMS8C,
RJ8M
120A3 channel serviceunit 04DU9-DN  6.0Y RM8C



For G350 and G700 M edia Gateways:

Manufacturer’s Port FIC Code  SOC/REN/ Network
Identifier A.S.Code Jacks
Ground Start CO trunk 02GS2 1.0A RJ11C
DID trunk 02RV2-T ASO RJ11C
Loop Start CO trunk 02LS2 0.5A RJ11C
1.544 digital interface 04DU9-BN  6.0Y RM8C
04DU9-DN  6.0Y RM8C
04DUY-IKN  6.0Y RM8C
04DUY-ISN  6.0Y RM8C
Basic Rate Interface 02I1S5 6.0F RJ49C

If the terminal equipment (for example, the media server or media
gateway) causes harm to the telephone network, the telephone
company will notify you in advance that temporary discontinuance of
service may be required. But if advance noticeis not practical, the
telephone company will notify the customer as soon as possible. Also,
you will be advised of your right to file a complaint with the FCC if
you believeit is necessary.

The telephone company may make changesin itsfacilities, equipment,
operations or procedures that could affect the operation of the
equipment. If this happens, the telephone company will provide
advance notice in order for you to make necessary modificationsto
maintain uninterrupted service.

If trouble is experienced with this equipment, for repair or warranty
information, please contact the Technical Service Center at
1-800-242- 2121 or contact your local Avaya representative. If the
equipment is causing harm to the telephone network, the telephone
company may request that you disconnect the equipment until the
problem is resolved.

A plug and jack used to connect this equipment to the premises wiring
and telephone network must comply with the applicable FCC Part 68
rules and requirements adopted by the ACTA. A compliant telephone
cord and modular plug is provided with this product. It is designed to
be connected to a compatible modular jack that is also compliant. It is
recommended that repairs be performed by Avaya certified
technicians.

The equipment cannot be used on public coin phone service provided
by the telephone company. Connection to party line service is subject
to state tariffs. Contact the state public utility commission, public
service commission or corporation commission for information.

This equipment, if it uses atelephone receiver, ishearing aid
compatible.

Canadian Department of Communications (DOC) Interference
Information

This Class A digital apparatus complies with Canadian | CES-003.

Cet appareil numérique de la classe A est conforme alanorme
NMB-003 du Canada.

This equipment meets the applicable Industry Canada Terminal
Equipment Technical Specifications. Thisis confirmed by the
registration number. The abbreviation, IC, before the registration
number signifies that registration was performed based on a
Declaration of Conformity indicating that Industry Canada technical
specifications were met. It does not imply that Industry Canada
approved the equipment.

DECLARATIONS OF CONFORMITY

United States FCC Part 68 Supplier’s Declaration of Conformity
(SDoC)

Avayalnc. in the United States of America hereby certifies that the
equipment described in this document and bearing a TIA TSB-168
label identification number complies with the FCC’s Rules and
Regulations 47 CFR Part 68, and the Administrative Council on
Terminal Attachments (ACTA) adopted technical criteria.

Avaya further asserts that Avaya handset-equipped terminal
equipment described in this document complies with Paragraph
68.316 of the FCC Rules and Regulations defining Hearing Aid
Compatibility and is deemed compatible with hearing aids.

Copies of SDoCs signed by the Responsible Party in the U. S. can be
obtained by contacting your local sales representative and are
available on the following Web site: http://www.avaya.com/support.
All Avaya media servers and media gateways are compliant with FCC
Part 68, but many have been registered with the FCC before the SDoC
process was available. A list of al Avayaregistered products may be
found at: http://www.part68.org by conducting a search using “ Avaya’
as manufacturer.

European Union Declarations of Confor mity

€S

Avaya Inc. declares that the equipment specified in this document
bearing the “CE” (Conformité Europeénne) mark conformsto the
European Union Radio and Telecommunications Terminal Equipment
Directive (1999/5/EC), including the Electromagnetic Compatibility
Directive (89/336/EEC) and Low Voltage Directive (73/23/EEC). This
equipment has been certified to meet CTR3 Basic Rate I nterface (BRI)
and CTR4 Primary Rate Interface (PRI) and subsets thereof in CTR12
and CTR13, as applicable.

Copies of these Declarations of Conformity (DoCs) can be obtained
by contacting your local sales representative and are available on the
following Web site: http://www.avaya.com/support.

Japan

ThisisaClass A product based on the standard of the Voluntary
Control Council for Interference by Information Technology
Equipment (VCCI). If this equipment is used in a domestic

environment, radio disturbance may occur, in which case, the user
may be required to take corrective actions.

IR, HRAREESEREEE TENB#ES (VCC 1) okl
TS 7 T A AEREIFER T, ToRBAFERE THEET L LER
HERZIEEIT LR/ HY 3, ZOEGICITERE S E 2 A T
AHESBEREINAZERBD ET,

To order copies of thisand other documents:

Cal: Avaya Publications Center
Voice 1.800.457.1235 or 1.207.866.6701
FAX 1.800.457.1764 or 1.207.626.7269

Write: Globalware Solutions

200 Ward Hill Avenue

Haverhill, MA 01835 USA

Attention: Avaya Account Management
E-mail:  totalware@gwsmail.com

For the most current versions of documentation, go to the Avaya
support Web site: http://www.avaya.com/support.
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About this document
Purpose

About this document

Purpose

This book describes how to implement Voice over IP (VolP) applications on IP and DCS networks
through Avaya Communication Manager administration.

This document isintended for anyone involved in planning, designing, or administering Vol P networks.

For installation or upgrade procedures between Vol P components or for connecting adjuncts/peripherals
to a configuration, refer to the upgrades and installation documents for the respective equipment.

Content

Theinformation in this book is presented as follows:

Chapter 1, “Networking overview” provides an overview of network connectivity and IP

addressing.

Chapter 2, “ Administering converged networks” provides procedures for initial administration of
server-to-gateway connections, includes a sample network configuration procedure with
administration screens, IP trunks using H.323 IP connections, DCS AUDIX and CM S adjunct
administration, installing and administering Avaya | P telephones, and administering | P-to-1P
connections.

Chapter 3, “Network quality and management” provides instructions for administering Quality of
Service on telephony and network equipment.

Chapter 4, “ Administering dedicated networks’ describes several types of private networks and
related services.

Chapter 5, “ Troubleshooting” includes troubleshooting information for I P circuit packs, H.323
trunks, Avaya | P phones, shuffled and hairpinned connections, and includes descriptions and uses
of the Avaya Communication Manager commands and reports.

Appendix A, “Using IP Routes’ , describes when to use I P routes and how to administer them.

Appendix B, “Feature interactions and considerations’ describes the DCS, QSIG, and Italian
TGU/TGE features and feature interactions.

Index
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Conventions used in this book

Systems and circuit packs

The word “system” is ageneral term encompassing all references to the Avaya servers running
Avaya Communication Manager.

Circuit pack codes (for example, TN780 or TN2182B) are shown with the minimum acceptable
alphabetic suffix (like the “B” in the code TN2182B).

Generally, an alphabetic suffix higher than that shown is also acceptable. However, not every
vintage of either the minimum suffix or a higher suffix code is necessarily acceptable. A suffix of
“P” means that firmware can be downloaded to that circuit pack.

Theterm “ASAI” is synonymous with the newer CallVisor ASAL.
UUCSS refersto acircuit pack address in cabinet-carrier-slot order.

Typographic

18

Other terms and conventions might help you use this book.

Commands are printed in bold face as follows: command.

We show compl ete commands in this book, but you can usually type an abbreviated version of the
command. For example, list configuration station can be typed aslist config sta.

Screen displays and names of fields are printed in constant width asfollows. scr een
di spl ay.

A screenis any form displayed on your computer or terminal monitor.

Variables are printed in italics as follows: variable.

Keys and buttons are printed as follows: KEY.

To moveto acertain field, you can use the TAB key, arrows, or the ENTER key (the ENTER key may
appear asthe RETURN key on your keyboard).

If you use terminal emulation software, you need to determine what keys correspond to ENTER,
RETURN, CANCEL, HELP, NEXT PAGE, €tC.

In this book we use the terms “telephone” and “voice terminal” to refer to phones.
If you need help constructing a command or completing afield entry, remember to use HELR.

— When you press HELP at any point on the command line, alist of available commands
appesrs.

— When you press HELP with your cursor in afield on a screen, alist of valid entries for that
field appears.

The status line or message line can be found near the bottom of your monitor display. Thisis
where the system displays messages for you. Check the message line to see how the system
responds to your input. Write down the message if you need to call our helpline.
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* When aprocedure requires you to press ENTER to save your changes, the screen you were working
on clears and the cursor returns to the command prompt.

The message line shows “command successful | y conpl et ed” toindicate that the
system accepted your changes.

Admonishments

Admonishments in this book have the following meanings:

CAUTION:
Denotes possible harm to software, possible loss of data, or possible service interruptions.

A\ WARNING:
Denotes possible harm to hardware or equipment.

A DANGER:
Denotes possible harm or injury to your body.

Physical dimensions

¢ Physica dimensionsin this book areininches (in.) followed by metric centimeters (cm) in
parentheses.

¢ Wire gauge measurements follow the AWG standard followed by the cross-sectional areain
millimeters squared (mm?) in parentheses.

How to get this book

On the Web

If you have Internet access, you can view and download the latest version of this book. To view the book,
you must have a copy of Acrobat Reader.
To access the latest version:
1 Atyour browser, go to the Avayaweb site:
http://www.avaya.com
Select Support.
Select Product Documentation.

Select Communication Systems from the left menu bar.

a b~ WN

Scroll down to find the latest release of DEFINITY or Avaya Communication Manager
documents.

Administration for Network Connectivity 19
November 2003


http://www.avaya.com

About this document
How to get technical assistance

Non-Web

This book and any other DEFINITY or Avaya Communication Manager books can be ordered directly
from:

Globaware Solutions

200 Ward Hill Avenue
Haverhill, MA 01835 USA

Toll-free numbers

+1-800-457-1235 (phone)
+1-800-457-1764 (fax)

Non-800 numbers

+1 207-866-6701 (phone)
+1 207-626-7269 (fax)

How to get technical assistance

For additional support and trouble escal ation:
1 Atyour browser, go to the Avayaweb site:
http://www.avaya.com
2  Select Support.
3 Select 1-800 Support Directory.
¢ If you are within the United States

— The Avaya TSO Support link lists toll-free numbers for various support services.
— The Escalation Lists link contains additional links to regional service centers.

* If you areoutside the United States, select click Avaya Centers of Excellence for non-USA,
which includes phone numbers for the regional Centers of Excellence.

If you do not have Web access, use the phone numbersin Table 1, Avaya support, on page 21.
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NOTE:
You may need to purchase an extended service agreement to use some of these resources.
See your Avaya representative for more information.

Table 1: Avaya support

Support Number

* DEFINITY Helpline (for help with feature +1-800-225-7585
administration and system applications)

* AvayaNationa Customer Care Center Support +1-800-242-2121
Line (for help with maintenance and repair)

* AvayaToll Fraud Intervention +1-800-643-2353

* Avaya Corporate Security +1-800-822-9009
+1-925-224-3401

¢ International Technical Assistance Center (ITAC) | +905-943-83801

For all international resources, contact your local Avaya authorized dealer for any
additional help and questions.

Security

To ensure the greatest security possible for customers, Avaya offers services that can reduce toll-fraud
liahilities. Contact your Avaya representative for more security information. Login security isan attribute
of Communication Manager. Existing passwords expire 24 hours after installation.

Antistatic protection

CAUTION:

When handling circuit packs or any system components, always wear an antistatic wrist
ground strap. Connect the strap to an approved ground such as an unpainted metal surface.

Remove/Install circuit packs

CAUTION:
When the power ison:

* Thecontrol circuit packs cannot be removed or installed.
* The port circuit packs can be removed or installed.
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Tell us what you think

Let usknow what you like or don’t like about thisbook. Although we can’t respond personally to all your
feedback, we promise we will read each response we receive.

Writeto us at: Avayalnc.
Product Documentation Group
Room B3-H13
1300 W. 120th Ave.
Westminster, CO 80234 USA
Fax to: 303-538-1741

Send email to:  document@avaya.com

Standards compliance

The equipment in this document complies with the following standards (as applicable).

Environmental requirements and safety
standards

Table 2: Regulatory Compliance

Standard Country/Region
EN60950 Western Europe
UL 1950., ULC C22.2.950 USA and Canada
Global IEC, CB /Scheme Report IEC Global
950
AS/NZS 3260 Australia
TS001 Australia
NOM 016 Mexico
NOM 019 Mexico
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Table 3: Network Standards

Standard Country/Region
CS0O3 Canada
FCC Part 68 USA
TBR4 Europe
TBR4 Appendix 1 for Layer 3 Testing New Zedand
TBR12 Europe
TBR13 Europe
TBR21 Europe
TS002 Australia
TS014 Australia
TS016 Australia
TS038 Australia
JATE Japan
NOM151 Mexico
NOM152 Mexico
HKTA 2011 Hong Kong
HKTA 2013 Hong Kong
HKTA 2015 Hong Kong
HKTA 2017 Hong Kong
HKTA 2018 Hong Kong
HKTA 2023 Hong Kong
HKTA 2028 Hong Kong
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Table 4: EMC Standards

Standard Country/Region
FCC PART 15, Class A USA
ICES 003, Class A Canada

AS/NZS 3548, Class B

Australia, New Zealand

EN55022, Class B Europe
EN55024 Europe
EN61000-3-2 Europe
EN61000-3-3 Europe
VCCI, ClassB Japan
Plug and Power Specifications Argentina
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What we mean by “network”

1 Networking overview

This chapter provides background information to help you understand and use the information in this
book. Telephony delivered over digital networks capitalizes on the flexibility of the technology itself, and
therefore does not reguire any one implementation method. Users might find that they need to reference
only aportion of the information in this book; others might need most of its information before
understanding how to tailor a telephony network to suit their needs.

What we mean by “network”

For the purposes of this book and to clarify what we mean by the word, consider these uses of the word
“network:”

* Businesses often have a“customer network,” meaning a Local AreaNetwork (LAN) or aWide
AreaNetwork (WAN) over which they distribute E-mail, data files, run applications, access the
Internet, and send and receive fax and modem calls. We use non-dedicated to describe this type of
network and the traffic that it bears. This means that the network is not dedicated solely to
telephony traffic but is a heterogeneous mix of datatypes.

¢ Network segments that exclusively traffic telephony data are dedicated, since they carry
telephony-related information only. What's in adigital phone call describes the types of data that
are exchanged through dedicated networks.

* When anon-dedicated network traffics digitized voice signals along with the other mixed-data
types, we will call this a converged network, because it is a confluence of voice and non-voice
data.

What's in a digital phone call

A phone call consists of voice (bearer) data and call-signaling messages. Some transmission protocols
require sending signaling data over a separate network, virtual path, or “channel,” from the voice data.
The following list describes the data that are transmitted between switches during a phone call:

* Voice (bearer) data— digitized voice signals.

¢ Call-signaling data— includes messages that set up the call connection, maintain the connection
during the call, and tear down the connection when the call is finished.

NOTE:

Distributed Communications System (DCS) signaling data— an Avaya DEFINITY
Server proprietary signaling protocol — is different from call-signaling data. See
Distributed Communications System for more information.
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Trunk connections

Avaya equipment is configured in different ways for various reasons. Connected switches enable people
within an enterprise to communicate easily with one another, regardless of their physical location or the

particular communications server they use. Inter-switch connections also provide shared communications
resources such as messaging and Call Center services.

Switches communi cate with each other over trunk connections. There many types of trunks that provide
different sets of services. Commonly-used trunk types are:

¢ Centra Office (CO) trunks that provide connections to the public telephone network through a
central office.

¢ H.323 trunks that transmit voice and fax data over the Internet to other systems with H.323 trunk
capability. H.323 trunks support DCS+ and QSIG signalling.

¢ Tietrunksthat provide connections between switches in a private network.

These and other common trunk types are described in the Administrator’s Guide for Avaya™
Communication Manager, 555-233-506.

Network quality administration

A successful Vol P implementation involves quality of service (QoS) management that isimpacted by
three major factors:

* Delay: Significant end-to-end delay may result in echo and talker overlap. Echo becomes a
problem when one-way network delay is more than 50 milliseconds. Vol P systems must
implement some means of echo cancellation. If the round-trip delay is greater than 250
milliseconds (ms), talker overlap, or one caller “stepping on” the other talker's speech, islikely.
For adequate quality of service, we recommend that the total network delay should be less than
50ms. See Packet delay on page 131 for more information.

¢ Packet Loss: Under peak network loads and periods of congestion, packets may be dropped.
Because voice transmission is highly time-sensitive, normal TCP-based re-transmission schemes
are not suitable. Methods to compensate for packet |oss include interpolation of speech by re-
playing the last packet and sending of redundant information. The maximum packet |oss between
network endpoints should not exceed 0.2%. See Packet |oss on page 132 for more information.

e Jitter (Delay Variability): Jitter results when data packets arrive at their destination at irregular
intervals as aresult of variable transmission delay over the network. To remove jitter, the Vol P
engine must collect and hold data packets in a buffer long enough for the slowest packet to arrive
and be played in sequence. A jitter buffer, however, adds to delay. Jitter of less than 20ms.
between endpoints is normally required. See Jitter on page 131 for more information.

Sending and receiving IP packets

26

Prior to transmission over an | P network avoice signa is converted from anaog to digital form, usually
at arate of 8,000 samples per second. Then the digital bit stream is sampled or compressed through A-
law, mu-law, or bit-rate companding methods, and finally grouped into packets for transmission. To
efficiently utilize network bandwidth, a silence suppression agorithm detects when there are periods of
silence does not transmit packets in those brief spaces.
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When the packets are received, several processes occur:
* Packetsare put in proper order and converted back to an analog voice signal
e Jitter isremoved
* The effects of packet loss are mitigated through various algorithms

¢ Silence suppressioniseliminated by adding artificial samples, often in the form of comfort noise,
arandom, low-level signal that gives the impression that the connection is still alive during
periods of silence.

¢ Echo-cancellation eliminates acoustic or €lectronic network reflection effects.

VolP-related hardware

For more detailed descriptions and administration procedures for the equipment listed below, see Vol P
hardware on page 41.

TN799 (C-LAN)

The C-LAN circuit pack provides the data link interface between the switch processor and the
transmission facilities. C-LAN prepares the signaling information for TCP/IP transmission over one of
two pathways:

* Ethernet connection — the signaling data is sent out on a 10/100Base-T network, which is
connected directly to the C-LAN Ethernet port.

* PPP connection — C-LAN inserts the signaling data on the TDM bus for subsequent inclusion
(through the switching fabric) in the same DSL1 bit stream as the voice transmissions.

TN802B (IP-Interface)

The IP Interface circuit pack (TN802B) enables two switches to transmit voice between them over an IP
network. The TN802B normally operatesin the MedPro mode, which supports H.323-compliant
endpoints or applications.

TN2302AP (IP Media Processor)

The TN2302AP transmits voice and fax data (non-DCS signaling) over |P connections. It also improves
quality of servicethrough its dynamic jitter buffers, echo cancellation, and silence suppression, making it
suitable for H.323 multimedia applications and other H.323-compliant endpoints. This circuit pack also
performs DTMF detection and conferencing.

The TN2302AP |P Media Processor can work in the same server with the TN802 IP Trunking and the

TN802B IP Interface Assembly. The software chooses media processing resources for an |P endpoint
from the TN2302AP over the TN802B when both type of media processing are available on the system.

TN2312 (IP Server Interface)

The TN2312 IP Server Interface circuit pack (IPSI) provides an interface between the Avaya Media
servers and up to 5 port networks. The IPSI connects to the S8700 Media Server through Ethernet.
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Call connections

Table 5, Call connections and data transmissions, on page 28 summarizes the different types of call

connections and how the voice and signaling data are transmitted between switches.

Table 5: Call connections and data transmissions

ISDN-PRI B-Channel

PRI D-Channel

Tie Trunk LAN or WAN
Voice & Call-

Connection Type Signaling DCS Signaling Voice

DCS+ over ISDN TVEL facilities, TSCs' on the ISDN-

QSIG' over ISDN TL/EL facilities, CISCs on the ISDN-
ISDN-PRI B-Channel | PRI D-Channel

X.25 T1/EL facilitiesusing | Packet PVC
ISDN-PRI or DS1 B-

C-LAN PPP Channel or analog

C-LAN Ethernet trunk TCP datagrams

through IP circuit
packs (see Vol P-
related hardware)

IP Interface

RTP* Packet IPmedia
processor

* Temporary Signaling Connection
T Signaling standard used for networks containing dissimilar switches.

T Real-time Transport Protocol provides end-to-end network transport functions for real-time audio or video
over multicast or unicast network services.

For DCS+, X.25, and PPP connections, the signaling and voice data are sent together over tie-trunk
facilities as TDM-multiplexed frames. DCS signaling data are sent as packets over a permanent virtual
circuit (PVC) on tie-trunk facilities.

For Vol P Ethernet connections, the signaling and voice data are sent together over tie-trunk facilities as
TDM-multiplexed frames. The DCS signaling data are sent as TCP datagrams over an | P network
through any of the circuit packs listed in the Vol P-related hardwaresection.
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Figure 1: Switch connection components
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Connection types

30

This section gives an overview of the types of network connections that Communication Manager can
establish.Table 6, Types of connections, on page 30 lists the types of connections possible with each

model and adjunct.

Table 6: Types of connections

Server Type

Connection Type

Endpoint or Service

Avaya DEFINITY Ethernet DCS, CMS, Intuity AUDIX, IP Telephone, IP
Server csi Softphone, Avaya R300

Synchronous PPP DCS

ISDN-PRI DCS+, QSIG

H.323 Trunk DCS+, QSIG
Avaya DEFINITY Ethernet DCS, CMS, Intuity AUDIX, IP Telephone, IP
Server s Softphone, Avaya R300

Synchronous PPP DCS

ISDN-PRI DCS+, QSIG

X.25 DCS, CMS, Intuity AUDIX, DEFINITY AUDIX

H.323 Trunk DCS+, QSIG
Avaya DEFINITY Ethernet DCS, CMS, Intuity AUDIX, IP Telephone, IP
Server r Softphone, Avaya R300

Synchronous PPP DCS

ISDN-PRI DCS+, QSIG

X.25 DCS, CMS, Intuity AUDIX, DEFINITY AUDIX

H.323 Trunk DCS+, QSIG
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LAN security

Some customers are concerned that a user could access the switch using the INADS line, gain accessto

C-LAN, and then accessto the customer’s LAN. The Avaya architecture prevents access to the

customer’s LAN as depicted in Figure 2, Security-related system architecture, on page 31, which showsa

high-level switch schematic with a TN799 (C-LAN) circuit pack.

Figure 2: Security-related system architecture
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Logins through the INADS line terminate in software; software communicates with firmware over an
internal bus through a limited message set. There are two main reasons why a user cannot access a

customer’s LAN through the INADS line:

* A user logging into software cannot obtain direct access to the C-LAN firmware. The user can

only enter SAT commands that request C-LAN information or to configure C-LAN connections.
¢ The C-LAN application TFTP is currently disabled and cannot be enabled by Avaya

Communication Manager. TELNET only interconnects C-LAN Ethernet clients to the system
management application on the switch. FTP exists only as a server, isused only for firmware
downloads, and it cannot connect to the client network.

For more information about LAN security, see

* Security Topics for the Avaya S8700 Media Server Configurations

e Security for the Avaya 8700 Media Server
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2 Administering converged
networks

This chapter provides information for administering network components. It describes procedures for
administering trunk groups, dial plans, signaling groups, and data links for a four-element network.

* \Voiceover IP

* Network assessment

* SB8700 server adding a G600 or G650 gateway

* SB300 server adding a G350 or G700 gateway

* Network example

e H.323trunks

* |P SoftPhones

¢ |nstalling and administering Avaya | P telephones

* Hairpinning and shuffling audio connections

Voice over IP

Until recently, voice, video, and data were delivered over dedicated, single-purpose networks. A
converged network brings all forms of communication together; voice, data, and video. A converged
network supports all traffic types including such packet-based protocols as ATM, Frame Relay, or the
most prevalent, Internet Protocol (1P). Avaya's products use Voice over |P (VolP) technology as their
means of connection.

Digital data and voice communications superimposed in a converged network compete for the network
bandwidth, or the total information throughput that the network can deliver. Data traffic tends to require
significant network bandwidth for short periods of time, while voice traffic demands a steady, relatively
constant transmission path. Data traffic can tolerate delays, while voice transmission degrades if delayed.
Data networks handle data flow effectively, but when digitized voice signals are added to the mix,
networks must be managed differently to ensure constant, real-time transmission needed by voice.

Vol P technology provides a cost-effective and flexible way of building enterprise communications
systems through a converged network. Some of the flexible elements include

* Separation of call control and switching functions (see the Separation of Bearer and Signaling
Job Aid on the library CD)

¢ Different techniques for handling data, voice, and fax
¢ Different communications standards and protocols for different network segments
¢ Datafor differing media streams can be constantly and seamlessly reformatted.
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Network assessment

Avaya Network Consulting Services (NCS) supports a portfolio of consulting and engineering offers to
help plan and design

| P Telephony
Data Networking Services
Network Security Services.

How to contact the NCS

On the Web -- http://ncs.avaya.com/

E-Mail: ncs@avaya.com
Phone: +1 866-832-0925

Problems with customer networks

34

Many customer | P infrastructures appear to be stable and perform at an acceptable levels but have
performance and stability issues that create problems for Avaya Vol P Solutions. While the customer
network appearsto be ready for full-duplex Vol P, Avaya cannot assure performance and quality without a
Network Assessment.

The Network Assessment services for Avaya Vol P consist of 2 phases:

Customer Infrastructure Readiness Survey (CIRS) isahigh-level LAN/WAN infrastructure

evaluation that determines the suitability of an existing network for Vol P,

The CIRS Report includes detailed technical information about any problems that are discovered
in the customer infrastructure. It also includes performance predictions based on network and
system administration standards.

If the survey discovers significant network issues, these must be remedied before deploying any
Avaya | P Solution. Customers can resolve the problems independently and follow up with another
CIRS (at an additional charge) or to move ahead with the Network Analysis Network
Optimization (NANO) service.

NOTE:
The CIRSisavailable in the U.S. and Canada through direct and indirect channels.

Network Analysis Network Optimization (NANO) istypically the second phase in the Network
Assessment for | P Telephony solutions. The NANO takes information gathered from the CIRS,
performs problem diagnosis and provides functional requirements for the network to implement
Avaya VolP.

A NANO isrequired when the CIRS indicates that the customer’s network asit is configured
cannot support the proposed Vol P application at the desired performance levels. Sometimes
customers already know that their existing network is not configured to support Avaya VolP, and
they can order aNANO without first completing a CIRS. The assessment requires that the
customer complete a CIRS-like analysis asthe first phase). Customers may also request aNANO
to optimize their network.
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Customer Infrastructure Readiness Survey
(CIRS)

The CIRS offer is a scheduled remote network evaluation that is valuable for all customers that are
expanding of their communication capabilities.

The CIRS evaluates the customer’s current network environment by
* Maximizing the available resources.

* |dentifying additional resourcesthat are required to support the proposed IP Solution.

The outcome of the CIRS is aroad map that identifies the gaps in the existing network today, but it does
not provide step-by-step configuration instructions on how to deploy the solution. The CIRS is performed
remotely and must be scheduled with the NCS team 2 weeks before implementing Avaya Vol P.

What if my network functions well today?

Even if your network appears to perform acceptably, Vol P taxes network resources and performance
because Vol P requires dedicated bandwidth and is more sensitive to network problems than data
applications. Table 7, Customer Infrastructure Readiness Survey (CIRS) components, on page 35 shows
the CIRS components and the depth of Avaya's network analyses.

Table 7: Customer Infrastructure Readiness Survey (CIRS) components

What does this do? What happens with
Component Who does this? | What are the results? the results?
Network Topology | Customer Describes your network Topology report
Report configuration. integrated with all other
CIRS components.
Site Configuration Customer Datafor individual Professional Service
Survey customer sitei high-level (PS) engineer reviews
health check. data and recommends
whereto deploy Protocol
Analysis software.
Vital Agent Customer Vital Agent collects data PS Engineer analyzesthe
analysis downloads about the customer’s traffic dataand
application to network traffic. determines where to
identified desktops deploy the Performance
Analysis software.
Protocol Analysis Avaya Measuresthe dataexchange | Deeper data analysis

between the local host and (NCS engineer)
remote resources and tests
the current load for
appropriate bandwidth.

* |f the network fails to meet the minimum criteriarequired for network throughput, configuration, or additional
resources are needed, Avaya recommends the more in-depth analysis of the Network Analysis Network
Optimization (NANO).
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Site Configuration Survey

The ECLIPS Site Configuration Survey (SCS) is an detailed customer-view of the their network. This
survey is required as part of the Customer Infrastructure Readiness Survey process. The ECLIPS SCS
guestionnaire must be filled out as completely as possible, and can require the Account Team’s regional
Sales Engineering resources to assist. In addition to the SCS the customer must provide a topology map
of their existing network (LAN/WAN and hardware/ software configuration listings). When the SCSis
complete, the customer provides both the SCS and Topology Maps with detailed descriptions of topology
components (routers, Ethernet switches, PSTN linked systems, firewalls, servers, E-mail systems, etc.).
Thisinformation goesto the CVDN Professional Service engineering team that reviews this information
and prepares for the Vital Agent Analysis, the second component of the CIRS.

Vital Agent analysis

Vital Agent isahigh-level analysis tool that passively monitors and reports throughput and performance
statistics and errors and reports any problems that the host computer encounters. The customer must
install and run the Vital Agent software on all desktops targeted for Avaya Vol P.

If the customer has a somewhat standardized network infrastructure, Avaya can waive the need to install
this application on every desktop and instead to run this utility only on key desktops.

The Vital Agent software gathers data for up to 5 consecutive business days after which the customer
sends the datafile to the CVDN Professional Service engineersfor analysis. The CVDN then determines
if the proposed Avaya Vol P application can perform acceptably over the customer’s network.

If aproblem is uncovered as aresult of the survey, the CVDN Professional Service engineering team
notifies the Account Team and includes detailed technical information regarding the problem. The
customer has two choices:

* Resolve the problems independently and then re-run the survey afterward,;
¢ Hire Avayato perform an on-site Network Analysis Network Optimization (NANO) evaluation.

Network Analysis Network Optimization
(NANO)

36

The Network Analysis Network Optimization (NANO) offer includes
¢ Scheduled on-site evaluations
e Traffic simulation
* Network testing
* Analysisof the results
¢ Recommendations to resolve any network throughput issues
In order to reap the benefits of Vol P, customers must either possess or acquire a keen understanding of

their network and its performance capabilities. This ensures that the transfer of information between
systems and processes is hot compromised and that the network infrastructure remains stable.
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The NANO results are documented in a Network Assessment Report that identifies the root cause of the
network issues and provides the customer with recommendations on how to resolve those issues to
support the implementation of the IP Telephony solution. CVDN Professional Services utilizes proven
methodol ogies performed by a staff of highly-experienced, certified network engineers. These engineers
are capabl e of addressing the customer’scritical business needs in complex, multimedia, and multivendor
environments.

The NANO process

To begin the NANO process, the customer must have completed the

¢ Customer Infrastructure Readiness Survey (CIRS). If a customer has already concluded that their
network is not ready for the implementation of Avaya VolP, they can skip the CIRS.

¢ Site Configuration Survey (SCS)
* Network topology map.

During aNANO, data collection utilities and network simulation tools are loaded onto a customer’s
network at pre-determined endpoints. Traffic with similar characteristics injected onto the network and
monitored for performance under load conditions. After the performance analysis, a comprehensive
report documenting network performance, problem areas, and suggested resolutionsis given to the
customer. The CVDN Professional Services organization can also provide a separate proposal to assist
the customer in configuration and integration/administration engineering services to prepare the network
for the proposed Avaya Vol P application.
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Network assessment

Table 8, Network Analysis Network Optimization components, on page 38 shows the NANO

components and the information exchange between Avaya and the customer.

Table 8: Network Analysis Network Optimization components

What does this
do? What are the

What happens

Component Who does this? results? with the results?
Describes your Topology report
Network Topology ;?Sto|mire(ma?tyof network integrated with all
Report CIRY) P configuration. other NANO
components.
Datafor individual Professional Service
customer site; high- (PS) engineer reviews
Site Configuration Customer (canalready | level health check. data and recommends
Survey be part of CIRS) where to deploy
Protocol Analysis
software.
Determines endpoints | Dataanalyzed to

Traffic Injection
Monitoring
Data Collection

Avaya

(with SNMP agents
installed) for data
collection.

Monitors each
network segment for
busy hour traffic

determine the highest
level phone quality
(starting at 64K bps)
and working through
lower quality levels.

Additional tests

Avaya

Summary of Impact
of Delay

Packet Loss and Jitter
on Quality of Service
on Voice Quality

Summary of Quality
using Avaya's
Specification for
Delay, Loss, and Jitter

Impact of Quality of
Service on Voice
Quality

Summary of Quality
of Real World Pilot

Summarizesthe entire
network analysis.

Layer 3 Traffic
Anaysis
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Customer responsibilities

In order to successfully complete a NANO the customer must:

Provide technical resource personnel who are well-versed in the network infrastructure
Provide complete access to the network

Provide passwords for networking equipment

Provide accessto personnel for interviews

Update or provide network topology maps

I dentify a place on the network for test equipment

Define times to compl ete network testing

Discovery

Perform interviews with IT staff to determine application and network performance expectations
Locate and identify all SNMP enabled devices

Identify hosts on each subnet

Identify all routers, switches, and hubs

Manual identification of al non-SNMP enabled devices

| dentify operating system of each Host found

Map hosts to communication paths between hosts

Generate Layer 3 topology map to compare with CIRS

Install endpoints for testing

Review WAN-specific circuits, bandwidths, DLCI/PV C configurations, and channeled T1
configurations

Review the customer’s layer 2 architecture

Element monitoring

Monitor router status through SNMP (port utilization, MIB Il errors)
Capture all network device SNMP data real-time into database

CPU utilization capturing per host being used for testing

Monitor LAN switch utilization, MIB |1 errors

Synthetic VolP measurements

Inject busy hour Vol P call traffic simulation into live network segments

Random CODECs and injection points between pre-defined end points/hosts

Injections initially within single facilities, replicated across WAN end points as appropriate
Capture of all test datainto database real-time
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Remote analysis

Analysis of element/endpoint data by router, time period, and other performance variables
Analysis of element/endpoint data by switch, time period, other performance variables

Analysis of Vol P cal databy IP endpoint pair, time period, and other performance variabl es, then
integrated with SNMP data

Generation of graphs representing usage for all endpoint data
“What if” analysis of VolP CODECs to determine best match for performance and call quality

Report generation

Summary of IT and Voice team’s interviews: perceived expectations and requirements as related
to proposed applications and network performance levels

Physical topology map on all devices discovered and monitored on the network

Analysis of WAN circuits: current status and recommendations for support of proposed Avaya
VolP

Traffic analysis reports, including archive on CD-ROM of all captured data for all segments
monitored and injected with simulated busy hour Vol P calls

Recommendations of Avaya Engineering team to resolve infrastructure problems discovered
and/or make-ready for proposed Avaya Vol P

Summary reports of segment utilization, errors, and dropped packets

Summary E-Modd calculations for different CODEC reports per segment/per layer
Summary reports for the Level 3 QoS audits (if performed)

Summary reports for different network layers' performance

Customer deliverables

40

Avaya networking experts perform discovery of the customer’s network and document findingsin
aNANO Report delivered to the customer.

Accurate network topology

Measurements of actual usability performance levels, throughput performance of the LAN, and
server utilization

Results of traffic simulation on the network at projected volumes

Define problem areas, causes, and functional requirement recommendations to be implemented in
the network design
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VoIP hardware

This chapter contains descriptions, installation instructions, and administration for these circuit packs:
* TN464GP Universal DS1 and MM 710
*  TN799DP Control LAN
e TNB802B MAPD (IP Interface Assembly)
e TN2302AP IP Media Processor
e TN2312BPIP Server Interface (IPSI)

TN464GP Universal DS1 and MM710

The TN464GP circuit pack and the MM 710 Media Module (version 3 and later) have the same
functionality as the other DS1 circuit packs, with the addition of echo cancellation circuitry. The
TN464GP and MM 710 offer echo cancellation tail lengths of up to 96 milliseconds (ms). (The TN574,
TN2313, and TN2464 DSL circuit packs do not support echo cancellation.)

The TN464GP and MM 710 are intended for users who encounter echo over circuits connected to the
Direct Distance Dialing (DDD) network. Echo is most likely to occur when Avaya Communication
Manager is configured for ATM, IP, and wideband. In addition, echo can occur on system interfaces to
local service providers that do not routinely install echo cancellation equipment in al their circuits.

Echo cancellation is a software right-to-use feature that supports voice channels, and is not intended for
data. When adata call isreceived, these circuit packs detect a modem tone and turn off echo cancellation
for the duration of adata call. Echo cancellation is also selectable per channel, even thoughiitis
administered on atrunk group basis.

Echo cancellation

Determine if echo cancellation is enabled for TN464GP circuit packs and MM 710 Media Modules.

NOTE:

The Customer Options screen is display-only. The License File controls the system
software release, the Offer Category, features, and capacities. Theinit login cannot change
the customer options, offer options, or special applications screens, unless afeature is
enabled but not turned on in the License File.

1 Typedisplay system-parameters customer-options.
2  Find and review the following fields. The fields may appear on different pages of the screen.

Field Conditions/Comments

Maximum Number of DS1 Boardswith | Specifiesthe number of DS1 boards that
Echo Cancellation have echo cancellation turned on.

DS1 Echo Cancellation If y, echo cancellation is enabled.

3 Exit the screen.
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Administer echo cancellation on trunks

Echo cancellation on the TN464GP circuit pack applies to voice channels and supports echo cancellation

on the following trunk group types:
e CO
e TIE
* |SDN-PRI
* FX
e WATS
e DID
e DIOD
e DMI-BOS
* Tandem
* Access
e APLT

Administer the trunk group

1 Typechange trunk-group n, wheren isthe trunk group number.

2  Goto page 2.

ﬂdd trunk- group next
TRUNK FEATURES
ACA Assignment ? _ Measur ed:
Data Restriction? _

Abandoned Cal |l Search? _
Suppress # Qutpul sing? _

Char ge Conversi on:

-

Decimal Point:
Currency Symbol: ___
Char ge Type:
Per Call CPN Bl ocking Code: __
Qut goi ng ANl : Per Call CPN Unbl ocking Code: __

Page 2 of )

Mai nt enance Tests? _

MF Tariff Free?

DS1 Echo Cancel |l ation?

/

3 Moveto thefollowing field

Field Conditions/Comments

DS1 Echo Cancellation
basis.

Enter y to enable echo cancellation on a per trunk group

42
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4 Savethe changes.

gr?a;]rgljzéto theDS1 Echo Cancel | ati on field do not take effect until one of the
following occurs:

* Portisbusied-out/released

¢ Trunk group is busied-out/rel eased

* SAT command test trunk group is performed

¢ Periodic maintenance runs

Administer DS1 circuit pack
1 Typeadd ds1 <port> to open the DS1 Circuit Pack screen.

/add ds1l 01c0401 Page 1 of 2
DS1 Cl RCUI T PACK
Location: 01C04 Nane:
Bit Rate: Line Coding: ____
Li ne Conpensation: _ Fram ng Mode: __
Si gnal i ng Mbde: isdn-pri__
Connect: Interface: __
TN-C7 Long Tinmers? Country Protocol: __
I nterwor ki ng Message: Protocol Version: _
I dl e Code: CRC? _

DCP/ Anal og Bearer Capability:

Slip Detection?
Echo Cancell ation?
EC Direction: Bl ock Progress Indicator? _

EC Confi guration:

N /

2 OntheDSL Circuit Pack screen, complete the following fields:

Near - end CSU Type:

Field Conditions/Comments

Echo Cancellation Enter y to enable echo cancellation on the Universal DS-1 circuit
pack.

EC Direction Indicates the direction of the echo that is being cancelled.
Enter inward or outward.

Theinward setting cancels echo energy coming back into the
switch — energy from an outgoing call isreflected from an
external reflection point (party "inside" the switch hears the echo).

The outward setting cancels echo energy going outside the
switch — energy from an incoming call is reflected from an
internal reflection point (party "outside" the switch hears the
echo).
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Field Conditions/Comments

EC Configuration Indicates the set of echo cancellation defaults to administer.
Appears when the Echo Cancellation field isset to y.

Enter digits between 1-15.

Enter 1 or 5-15 to provide most rapid adaptation in detecting and
correcting echo at the beginning of a call, regardless of the
loudness of the talker’s voice. For very loud talkers and severe
echo, the far-end talker’s speech is heard as clipped when both
parties talk at the same time.

Enter 2 for slightly slower adaptation to echo, useif speechis
often clipped when both partiestalk at the same time.

Enter 3 for slightly slower adaptation to echo, may result in a2 or
3 second fade on strong echo for quiet talkers. Completely
removes speech clipping.

Enter 4 in cases of extreme echo, excessive clipping or breakup of
speech. May result in slight echo or background noise.

NOTE:

For the MM 710, the values 1 and 4 are reversed.
Thatis, 1 for the MM 710 isthe same as 4 for the
TN464GP, and 4 for the MM 710 isthe sasme as 1
for the TN464GP

Administer echo cancellation per channel

1 Enter add personal-co-line and press Enter to open the Personal CO Line Group screen.

of}

/add personal - CO-l i ne Page 1
PERSONAL CO LI NE GROUP
Group Nunmber: _ Goup Type:___ CDR Reports: _
G oup Nane: TAC:
Security Code: Coverage Path: __ Data Restriction? _
Qut goi ng Display? _
TRUNK PARAMETERS
Trunk Type: __ Trunk Direction:
Trunk Port: Di sconnect Ti m ng(nsec):
Trunk Name: __ Trunk Term nation:
Qutgoing Dial Type: ___ Anal og Loss G oup: __
Prefix-1? _ Digital Loss Goup: ___
Di sconnect Supervision - In? _ Call still Held? _
Answer Supervision Timeout: ___ Recei ve Answer Supervision? _
Trunk Gain: __ Country: __
Charge Conversion: __ DS1 Echo Cancellation: _
Decimal Point:
Currency Synbol: __
Charge Type: __

N
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2  Complete the following field:.

Field Conditions/Comments
DS1 Echo Enter y to enable echo cancellation on a Personal CO Line.
Cancellation

3 Submit the screen.

TN799DP Control LAN

Systems in a private network are interconnected by both tie trunks (for voice communications) and data
links (for control and transparent feature information). Various DS1, |P and analog trunk circuit packs
provide the voice-communications interface. For TCP/IP connectivity, the data-link interfaceis provided
by a TN799DP Control LAN (C-LAN) circuit pack.

The C-LAN handles the data-link signaling information in one of two configurations; either Ethernet or
point-to-point (PPP).

* IntheEthernet configuration, the C-LAN passes the signaling information over aseparate TCP/IP
network, usually viaahub or Ethernet switch. (Avayarecommends an Ethernet switch for optimal
performance.) For this configuration, install the C-LAN circuit pack and connect the appropriate
pins of the C-LAN 1/O field to the hub or Ethernet switch as described bel ow.

* Inthe PPP configuration, the C-LAN passes the data-link signaling to the DS1 for inclusion in the
same DS1 hit stream as the DCS voice transmissions. For this configuration, install the C-LAN
circuit pack; no other connections are needed. The appropriate DS1 circuit packs must beinstalled
if they are not already present.

Physical addressing

The Address Resolution Protocol (ARP) on the C-LAN circuit pack relates the 32-bit | P address
configured in software, to the 48-bit MAC address of the C-LAN circuit pack. The MAC addressis
burned into the board at the factory. The C-LAN board has an ARP table that contains the | P addresses
associated with each hardware address. This table is used to route messages across the network. Each C-
LAN board has one MAC address, one Ethernet address, and up to 16 PPP addresses.

IP addressing

The C-LAN supports both Classless Inter-domain Routing and Variable-Length Subnet Masks. These
addressing techniques provide greater flexibility in addressing and routing than classful addressing alone.

Installing the TN799DP C-LAN

Before you install the C-LAN circuit pack, be sure you understand the requirements of your LAN. Refer
to http://support.avaya.com and search for the white paper Avaya | P Voice Quality Network
Requirements.

The following steps describe installation for the TN799DP C-LAN.
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Insert C-LAN Circuit Packs

TCP/IP connections (Ethernet or PPP) require a TN799DP C-LAN circuit pack, unless your system has
embedded Ethernet capabilities. Complete the following steps to install these circuit packs.

1

2

Determine the carrier/slot assignments of the circuit packs to be added. You can insert the C-LAN
circuit pack into any port slot.

Insert the circuit packs into the slots specified in step 1. You do not need to power down the
cabinet toinstall a C-LAN circuit pack.

Administer the C-LAN Bus Bridge (Avaya DEFINITY Server csi only)

For the Avaya DEFINITY Server csi only, complete the following steps to administer the Bus Bridge for
the C-LAN circuit pack. Only an Avaya representative using the craft or higher login can change the
maintenance parameters.

NOTE:
If thereare 2 C-LAN circuit packsinstalled in this csi switch, administer the Bus Bridge
for only one of them.

Type change system-par ameter s maintenance.
Moveto the Packet | ntf 2 field and entery.

Enter the location of the C-LAN circuit pack inthe Bus Bri dgefield (for example, 01a08 for
cabinet 1, carrier A, and slot 8).

Enter the port bandwidths or use the defaultsinthe Pt 0, Pt 1,and Pt 2 | nt er - Boar d Li nk
Ti mesl ot s fields.

Submit the screen.

Verify that the bus bridge LED islit on the C-LAN circuit pack. Thisindicates that the packet bus
is enabled.

Test the packet bus and C-LAN Circuit Pack

To test the packet bus and the TN799DP C-LAN circuit pack, the cabinet needsa TN771D
Maintenance/Test circuit pack.

1

2

46

If thereisno TN771D circuit pack in the cabinet, place onein aport slot. Thisisfor testing
purposes only, and you will remove the board when finished.

Enter test pkt port-network 1 long. For moreinformation about these tests, refer to the “test pkt
command” section in the maintenance book.

If the TN771D circuit pack was already in the cabinet, leave it there.

If you added the TN771D circuit pack to the cabinet in order to test the TN799DP circuit pack,
removeit from the cabinet.
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Install C-LAN cables

Install a cable from the backplane peripheral connector to a hub or Ethernet switch as required. See the
figure below.

1  Connect the 259A connector to the backplane connector of the port slot containing the C-LAN
circuit pack.

2  Connect the Category 5 UTP cable between the 259A connector and a hub or Ethernet switch.
This connects port 17 on the C-LAN circuit pack to the LAN.

Figure 3: Cable connection for C-LAN connectivity

-y ©

cydflan2 EWS 101398

Figure notes

1 259A Connector 3 Ethernet switch
2  Category 5 UTP Cable (max length
100m)
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Assign node names

This task assigns node names and | P addresses to each node in the network. You must administer the
Node Names screen on each switch in the network.

You should assign the node names and | P addresses |ogically and consistently across the entire network.
These names and addresses should be assigned in the planning stages of the network and should be
available from the customer system administrator or from an Avaya representative.

1 Enter change node-namesip to open the |P Node Names screen.

change node-nanes ip Page 1
| P NODE NANES
Name | P Addr ess Name | P Address
defaul t 0O .0 .0 .0 _ e
node- 1 192.168.10_.31 e
node- 2 192.168.10_.32_ R
2  Enter values.
Field Conditions/Comments
Name Enter unique node names for each switch or adjunct that will connect
to this switch viathe CLAN board.
IP Address The unique | P addresses of the nodes named in the previous field.

3 Submit the screen.

Default gateway

On LANSsthat connect to other networks or subnetworks, Avaya recommends that you define a default
gateway. The default gateway node is a routing device that is connected to different (sub)networks. Any
packets addressed to adifferent (sub)network, and for which no explicit | P route is defined, are sent to the
default gateway node.

You use the | P Interfaces screen to administer anode (C-LAN port or IP Interface port) as the default
gateway.

The default node is a display-only entry on the Node Names screen with |P address 0.0.0.0. It actsasa
variable that takes on unknown addresses as values. When the “default” IP routeis set up, any address not
known by the C-LAN is substituted for the default addressin the default | P route, which usesthe router as
the default gateway.
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Alternate Gatekeeper and
C-LAN load balancing

Alternate Gatekeeper gives IP endpoints alist of available C-LAN circuit packs. Alternate Gatekeeper
addresses and C-LAN load-balancing spread |P endpoint registration across more than one C-LAN
circuit pack. The C-LAN load-balancing algorithm allocates endpoint registrations within a network
region to the C-LAN with the least number of socketsin use. Thisincreases system performance and
reliability.

If registration with the original C-LAN circuit pack |P addressis successful, the software sends back the
IP addresses of all the C-LAN circuit packs in the same network region asthe IP endpoint. If the network
connection to one C-LAN circuit pack fails, the P endpoint re-registers with a different C-LAN. If the
system uses network regions based on | P address, the software also sends the | P addresses of C-LANsin
interconnected regions. These alternate C-LAN addresses are also called gatekeeper addresses. These
addresses can also be used if the data network carrying the call signaling from the original C-LAN circuit
pack fails.

I P Telephones can be programmed to search for a gatekeeper independently of load-balancing. The IP
Telephone accepts gatekeeper addresses in the message from the Dynamic Host Configuration Protocol
(DHCP) server or in the script downloaded from the Trivial File Transfer Protocol (TFTP) server. If the
phone cannot contact the first gatekeeper address, it uses an alternate address. If the extension and
password is rejected by the first gatekeeper, the | P Telephone contacts the next gatekeeper. The number
of gatekeeper addresses the phone accepts depends on the length of the addresses administered on the
DCHP server.

NOTE:

A single Alternate Gatekeeper list is typically used in configurations with multiple media
servers. In this case, the DHCP server sends the same Alternate Gatekeeper list to al IP
endpoints, but a given I P endpoint may not be able to register with some of the
gatekeepersin the list and a registration attempt to those gatekeeper will be rejected.

C-LAN load balancing and alternate gatekeeper addresses require | P stations that accept multiple IP
addresses, such as:

* |Ptelephone
¢ |P softphone
e AvayalP Agent
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Endpoint capabilities

Table 9: Endpoint capabilities

Number of
Endpoint Gatekeepers | How set
IP Telephone 1 Default - DNS name AvayaCallServer, or manually, one
fixed IP address
8 Through DHCP - DNS names of fixed |P addresses. DHCP
limits all optionsto atotal of 128 bytes.
10 Through TFTP - DNS names of fixed IP addresses. TFTP
overwrites any gatekeepers provided by DHCP
30 Fixed I P addresses from Communication Manager
I P SoftPhone 30 Manually through options or properties of the IP SoftPhone
R3 after it isinstalled.
IP Agent R3 30 Manually through options or properties of the |P agent after it
isinstalled, or from Communication Manager.

NOTE:

DHCP servers send alist of alternate gatekeeper and C-LAN addressesto the IP
Telephone endpoint. It is possible for a hacker to issue a false request and thereby obtain
I P addresses from the DHCP server.

TN802B MAPD (IP Interface Assembly)

The TN802 IP interface circuit pack supports voice calls and fax calls from the switch across a corporate
intranet or the Internet. This circuit pack is still supported, but has been replaced with the TN2302AP IP
Media Processor. The I P trunking software runs on an embedded PC that runs Windows NT. The TN802
circuit pack supports IP Solutions including I P trunking and MedPro (H.323) with | P softphones.

The TN802 I P Interface operates in two modes: IP Trunk and Media Processor (MedPro/H.323). The
TN802 defaultsto IP Trunk mode. To use it in MedPro mode, you activate it through administration to
use the H.323 trunking feature.

TN2302AP IP Media Processor

50

Use the TN2302AP IP Media Processor to transmit voice and fax data (non-DCS signaling) over |P
connections, and for H.323 multimedia applicationsin H.323 V2 compliant endpoints.The TN2302 IP
Media Processor board supports the T.38 standard for fax transmissions.

The TN2302AP IP Media Processor provides port network connectivity on an IP Connect configuration.
The TN2302AP IP Media Processor includes a 10/100BaseT Ethernet interface to support H.323
endpoints for IP trunks and H.323 endpoints, and its design improves voice quality through its dynamic
jitter buffers.
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The TN2302AP IP Media Processor can perform echo cancellation, silence suppression, DTMF
detection, and conferencing. It supports the following codecs, fax detection for them, and conversion
between them:

¢ G711 (mu-law or alaw, 64Kbps)
¢ (G723.1(6.3Kbps or 5.3Kbps audio)
* G729 (8Kbpsaudio)

Transmission interface

The TN2302AP IP Media Processor provides improved voice quality through its dynamic jitter buffers.
The TN2302AP' s digital signal processors (DSPs), by default, insert 5.0 dB of lossin the signal from the
IP endpoaints, and insert 5.0 dB of gain in the signal to the IP endpoints. System administrators can
administer loss/gain, based on country code on the Terminal-parameters screen.

Hairpinning

The TN2302AP |P Media Processor supports 64 ports of shallow hairpin. 1P packets that do not require
speech coder transcoding can be looped back at the UDP/IP layers with a simple change of addressing.
This reduces delay and leaves DSP resources available.

Facility test calls

The TN2302AP IP Media Processor is a service circuit pack, not atrunk circuit pack. Therefore, an
H.323 tie trunk cannot be used for facility test calls. Use the ping command to test the TN2302AP ports.

Survivable remote EPN

Any survivable remote EPN containing a C-LAN board and H.323 station sets should also contain a
TN2302AP IP Media Processor.

TN2312BP IP Server Interface (IPSI)

S8700 configurations

In configurations with the S8700 Media Server controlling media gateways, the bearer paths and the
control paths are separate. Control information for port networks (PNs) travels over aLAN through the
Ethernet switch. The control information terminates on the S8700 Media Server at one end and on a
TN2312BP IP Server Interface (IPSI) on the other end. Each IPSI may control up to five port networks by
tunneling control messages over the Center-Stage or ATM network to PNs that do not have IPSIs. IPSls
cannot be placed in a PN that has a Stratum-3 clock interface. IPSIs cannot be placed in aremote PN that
isusing a DS1 converter.

In configurations that use adedicated LAN for the control path, IPSI IP addresses are typically assigned
automatically using DHCP service from the S8700. Also, a dedicated IPSI Ethernet connection to a
laptop can be used to assign static 1P addresses or for maintenance. In configurations using the
customer’s LAN, only static addressing is supported.

Consult the Avaya S8300, S8500, and S8700 Media Server Library CD (555-233-825) for information on
installing and upgrading S8700 and IPS| configurations.
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S8700 server adding a G600 or G650 gateway

Assumptions

This procedure assumes that the Avaya S8700 Media Server

isinstalled and cabled

is configured as a server

is running Communication Manager

has an administered IP Server Interface (IPSI) circuit pack with
— an |P address
— agateway address
— aphysical network connection

NOTE:

In order to successfully complete this procedure, you must have the I P address of each
IPSI circuit pack. Use the display ip-interfaces command at the S8700 server to look up
thisinformation.

Sever-to-gateway administration

NOTE:

The procedures that follow are a synopsis of the essential network administration.
Depending on the specific configuration, additional administration might be required. For
more information, see the Avaya S8300, 8500, and S8700 Media Server Library CD
(555-233-825).

To add a G600 or G650 Media Gateway to an S8700 Media Server, go to the S8700 SAT and

1

\l

52

Locate IPSI circuit pack(s) with thelist configuration all command.
Ensure that you understand through which IPSI circuit pack is supporting the gateway connection.
Check the previous cabinet administration with the list cabinet command.

Type add cabinet n, where n is the port network number associated with this cabinet (1-64). This
number should be one number higher than the number of cabinets already administered.

Type the appropriate information in these fields:
* Room
* Floor
e Building

For each carrier (A-D) inthe Car ri er columntypeor selectrmc-portintheCarri er Type
column. You are selecting a rack-mounted carrier port network for the G600 or G650.

Press Enter to save the changes.
Check the administration with the list cabinet command.
Ensure that the administration in Steps 3-5 are reflected in the report.
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9 Typeadd ipserver-interface PNnumber, where PNnumber is the number of the corresponding
port network.

10  Administer thesefields on the IP Interfaces form (Table 10, IP Interfaces fields, on page 53).

Table 10: IP Interfaces fields

Field Value Comments
Enabl e QoS y Means that you are implementing a QoS strategy.
See Chapter 3, “ Network quality and management”
for more information on administering the
additional fields that appear when QoS is enabled.
Means that you are not implementing a QoS
n strategy.
Primary IPS|
Locati on Physical address of the primary IPSI circuit pack
Host I P address of the primary IPSI circuit pack that is
supporting this connection.
NOTE:
If you are using DHCP, the Host
and DHCP | Dfields are set by the
DHCP server.
DHCP I D Set by DHCP server, if applicable.
Secondary I PSI
Locati on The physical address of the secondary IPSI circuit
pack.
Host I P address of the secondary IPSI circuit pack that is
supporting this connection.
NOTE:
If you are using DHCP, the Host
and DHCP | Dfields are set by the
DHCP server.
DHCP I D Set by DHCP server, if applicable.

11  Check the administration with
¢ thedisplay ipserver-interface <PNnumber>
¢ thelist cabinet command.

12  Typesavetransationsand press Enter.
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S8300 server adding a G350 or G700 gateway

G350 or G700 configurations

The Avaya G350 and G700 Media Gateways provide a highly flexible, scalable communications solution
that can be incorporated in customer networksin two general configurations:

¢ Paired with an Avaya S8300 Media Server primary controller, it can serve as a standalone
gateway within asmall or medium sized office.

* Using aremote S8300, S8500, or S8700 Media Server for its primary controller, it may serve asa
gateway in alarge branch office networked through a WAN to a central location.

In both configurations, a G350 or G700 may be equipped with an S8300 configured as an L SP (Local
Survivable Processor), which takes over call control if the connection to the server islost.

Assumptions

This procedure assumes that the Avaya Media Server S8300

* isinstaled and cabled

* isconfigured as a server

* isrunning Communication Manager

* hasan administered IP Server Interface (IPS) circuit pack with
— an |P address
— agateway address
— aphysical network connection

NOTE:

In order to successfully complete this procedure, you must have the I P address of each
IPSI circuit pack. Use the display ip-interfaces command at the S8300 server to look up
thisinformation.

Sever-to-gateway administration

To add a G350 or G700 Media Gateway to an S8300 Media Server, follow these procedures:
¢ Look up gateway seria number

e Administer media gateway controller

e Ensure that Communication Manager is running
* Add the media gateway
¢ Administer IP interface (S8300 Only)

NOTE:

The procedures that follow are a synopsis of the essential network administration.
Depending on the specific configuration, additional administration might be required. For
more information, see the Avaya S8300, 8500, and S8700 Media Server Library CD
(555-233-825).
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Look up gateway serial number

1
2
3

Using HyperTerminal, connect to the media gateway processor’s command line interface.
Type show system and issue the command.

Record the number inthe Seri al No field.

The media gateway serial number is required by the media server to establish a connection.

NOTE:
The serial number is case-sensitive; record the serial number carefully.

Administer media gateway controller

1
2

N

Using HyperTerminal, connect to the media gateway processor’s command line interface.

Type set mgc list 135.122.xxx.xxx, 135.122.xxx.xxx (2nd | P address is for multiple gateway
controllers).

Type show mgc and press Enter.

Check that the configuration information is correct.

Type reset mgp and press Enter to reset the media gateway processor.
Wait for the media gateway to come back up.

Type show system and press Enter.

Ensure that Communication Manager is

running
1 Logintothe media server through the Web interface.
2 Intheleft-hand pane under the Server category select Process Status.
The Process Status screen asks you for additional parameters.
3 Inthecont ent section enable the Summary button.
4 Inthefrequency section enable the Display Once button.
5 ClickonView.
The View Process Status Results screen shows the status of the server’s key components.
6  Check that the Mul t i Vant age field reads UP.

Add the media gateway

1 Establish a SAT session at the Avaya S8700 or S8300 Media Server through either:
¢ the command lineinterface using the dsat or sat command.
* Avaya Site Administration
2 When asked whether to suppress alarm origination, press Enter for the default (y) or typey (yes).
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3 When prompted enter the appropriate termina type:
For this operating system Choose this terminal type
Windows NT 4.0 or Win95 NTT
Windows 2000 W2KTT
Sun Workstations SUNT
4 Atthe SAT type add media-gateway <gateway number> and press Enter to display the Media
Gateway form.
5 Inthe Nane field type the name for the media gateway.
6 Inthel dentifier field typethe mediagateway’s case-sensitive seria number (see Look up
gateway serial number).
NOTE:
The IP Address and MAC Address fields automatically populate once the G350 or G700
media gateway registers with the media server.
7  PressEnter to save the administration.
8  Check the administration with the list media-gateway command.
9  Ensurethat information in the Nunber , Nane, | denti fi er,and| P Addr ess fieldsis

correct and that the Regi st er ed fieldisy.

Administer IP interface (S8300 Only)

1
2

56

Typelist ip-interface and press Enter to display the IP Interfaces form.

If the PROCR (processor) interface has aready been enabled (ONfield isy), then cancel the
command.

If the processor port has not been enabled

a Setthe ONfieldtoy.

b SettheNet Rgn (network region) to 1.
Press Enter to save the changes.
Type save translation and press Enter.
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Network example

This section shows a high-level diagram of a network example and lists the administration tasks to be
completed for each node in the network. The network example is unchanged from Issue 1 (Release 7) of
this book.

NOTE:

Theterm “node” defines anetwork interface such as a port on the C-LAN circuit pack. A
“DCS node” isreferred to asa*“ Switch Node.” Thus, a Switch Node (a switch) can have
many nodes (network interfaces). The Dial Plan and AAR Digit Analysis Table screens
have fields that use node to refer to a switch.

Network Diagram

Figure 4, Network example, on page 57 shows a high-level view of the example network.

Figure 4: Network example

Avaya equipment Avaya equipment
Node 2 Node 3
X.25 ISDN
INTUITY
Avaya equipment AUDIX

Node 4 Node 1
PPP Ethernet ( 10/100BaseT
Hub

Avaya equipment /I\

—> <+

Router \ CMS

Customer
data
network

cydfnetw KLC 080902
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Task Summary

The following matrix summarizes the administration tasks required to set up this network.

Switch | Switch Switch Switch
Node 1l | Node2 Node 3 | Node 4 INTUITY
Administration Task r Si csi Si CMS | AUDIX
DSL1 Circuit Pack X X X X
Synchronization Plan X X X X
Trunk Groups X X X X
Dia Plan X X X X
Uniform Dialing Plan X X X X
AAR Digit Analysis X X X X
Signaling Group X X
Hunt Group X X X
ISDN TSC Gateway X
Channel Assignment
Interface Links X
Node Names X X X X
IP Route X X X X
Data Modules X X
Processor Channel X X X X
Assignments
Routing Patterns X X X X
Bus Bridge
INTUITY Tranglations for X
DCS Audix
CMS Server Trandations X
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Figure 5, Link, processor channel, and temporary signaling channel map, on page 59 shows the link,

processor channel, and temporary signaling connection numbers, and the connection types for each
Switch Node in the network.

Figure 5: Link, processor channel, and temporary signaling channel map

Node 2 Node 1 Node 3
Pl . .
Processor  Interface interface Sig Sig
channels  channels channels Grp Index Extn Grp Index Extn
N1l 11 — 11 11 (N3)| 1 1 1901 1 1 3901 |N3
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Int| 59 — 2 . 2 177N3nt| 1 4 1004 ||gpn.| 1 4 3904 ]int
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i !
- [ -
Avaya equipment i Processor | | Avaya equipment
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Node 4 ' 1 B INTUITY
i ' AUDIX
C-LAN H 13 1 3
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interface 4 2
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- ! .
N2 15 0 5003 \:\ 14 (N4)| P |r;]terfac|e
N3 | 16 —] O 6004 4 = i1 @N€S | 10BaseT
Int 1 [— 5002 6005 i i 15001 hub
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Network Map

Figure 6, Network map, on page 60 shows the RNX, trunk group, hunt group numbers, data module type,
and extension for each Switch Node in the network. For TCP/IP connections, the node name and IP

address is shown for each node.

Figure 6: Network map
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Switch-Node 1 Administration

This section displays the screens for the administration of Switch Node 1.

DS1 Circuit Packs

Connection to Switch Node 2

/add dsl 1c19 Page 1 of 2\
DS1 ClRCU T PACK
Location: 01c19 Nanme: Switch 1 to Switch 2
Bit Rate: 1.544 Li ne Codi ng: b8zs
Li ne Conpensation: 1 Fram ng Mode: esf

Si gnal i ng Mbde: common- chan

Interface Conpandi ng: nul aw
Idle Code: 11111111
DM -BOS? n

Slip Detection? n Near - end CSU Type: ot her

K Bl ock Progress Indicator? _ J

Connection to Switch Node 3

add dsl1 1c18 Page 1 of 2
DS1 Cl RCUI T PACK
Location: 01c18 Nanme: Switch 1 to Switch 3
Bit Rate: 1.544 Li ne Codi ng: b8zs
Si gnal i ng Mobde: isdn-pri
Connect: pbx Interface: network
TN-C7 Long Tinmers? Country Protocol: 1
I nterwor ki ng Message: Protocol Version: a
Interface Conpandi ng: mnul aw CRC? n

Idle Code: 11111111
DCP/ Anal og Bearer Capability: 3.1kHz

Slip Detection? n Near - end CSU Type: ot her

Bl ock Progress Indicator? _

- J

Administration for Network Connectivity 61
November 2003



2 Administering converged networks
Network example

Connection to Switch Node 4

add dsl1 1cl7 Page 1 of 2
DS1 Cl RCUI T PACK
Location: 01C17 Nane: Switch 1 to Switch 4
Bit Rate: 1.544 Li ne Codi ng: b8zs
Li ne Conpensation: 1 Fram ng Mode: esf

Si gnal i ng Mode: robbed bit

Idle Code: 11111111

Slip Detection? n

Bl ock Progress Indicator? _

Dial Plan Analysis

change di al pl an anal ysi s Page 1 of 3 SPE A
DI AL PLAN ANALYSI S TABLE
Percent Full: 9

Dialed Total Call Dialed Total Call Dialed Total Call
String Length Type String Length Type String Length Type
attd

dac

ext

ext

ext

dac

fac

fac

dac

dac

FNgY

H *O0O~NPAWNEO
WWRRFRPWARMDN

Dial Plan Parameters

ﬂhange di al pl an paraneters Page 1 of R

DI AL PLAN PARAMETERS

Local Node Number: 1
ETA Node Nunber:
ETA Routing Pattern:
UDP Extension Search Order: |ocal -extensions-first
6-Digit Extension Display Format: XxX.XX.XX
7-Digit Extension Display Format: XXX.XXXX
AAR/ ARS Internal Call Prefix:
AAR/ ARS Internal Call Total Length:

\ J
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Signaling Group

Page 1

ﬂdd si gnal i ng- group next Page 1 of 5 \

S| GNALI NG GROUP
Group Nunber: 1 G oup Type:
Associ ated Signaling? y Max nunber of NCA TSC:. 5_
Primary D-Channel: 01c1824 Max nunber of CA TSC. 23
Trunk Group for NCA TSC: 13
Trunk Group for Channel Selection: ___ X-Mobility/Wrel ess Type:
Suppl enmentary Service Protocol: a__ Network Call Transfer?

o J

Page 2 — Administered NCA TSC Assignment

@dd si gnal i ng-group next Page 2 of 5\

ADM NI STERED NCA TSC ASSI GNMENT
Servi ce/ Feat ure: As-needed I nactivity Time-out (mn):
TSC Local Adj . Mach.
I ndex Ext. Enabl ed Established Dest. Digits Appl . Nane 1D
1: 1901 y per manent 3901 dcs 3_
2: 1902 y per manent 3902 gat enway .
3: 1903 y per manent 3903 gat eway .
4: 1904 y per manent 3904 gat enway .
5:
16:

N /

Synchronization Plan

change synchroni zation 1 Page 1 of X
SYNCHRONI ZATI ON PLAN
SYNCHRONI ZATI ON SOURCE (circuit pack |ocation)
Stratum 4
Primary: 01c20 Secondary:

ClRCUI T PACKS AVAI LABLE FOR SYNCHRONI ZATI ON
Location Type Name Slip Location Type Narme Slip
01cl17 DCS Node 4 n
01c18 DCS Node 3 n
01c19 DCS Node 2 . n
01c20 AT&T y

NOTE: TN722B & TN464B DS1 sources result in stratum 4, type Il synchronizati on

N /
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Trunk Groups

Group 12 (tie to Switch Node 2) — page 1

ﬁdd trunk-group 12

Page 1 of 10\

TRUNK GROUP
G oup Nunber: 12 G oup Type: tie CDR Reports: y
Goup Nane: Switch 1 to Switch 2 tgl2 COR 1 ™ 1 TAC: 712
Direction: two-way Qutgoi ng Di splay? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0O I ncom ng Destination:
Comm Type: avd Aut h Code? n
Trunk Flash? n
BCC: 0
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk I ncom ng Rotary Tineout(sec): 5
Qut goi ng Dial Type: tone Incoming Dial Type: tone
W nk Timer(nmsec): 300 Di sconnect Ti nmi ng(nsec): 500
Digit Treatment: Digits:
Sig Bit Inversion: none
Connected to Toll? n STT Loss: normal DIT to DCO Loss: nor nal
Incoming Dial Tone? y
Bit Rate: 1200 Synchroni zati on: async Dupl ex: full
Di sconnect Supervision - In? y Qut?n
KAnswer Supervi sion Tineout: 0 Recei ve Answer Supervision? y J
Group 12 — Page 2
add trunk-group 12 Page 2 of 10
TRUNK FEATURES
ACA Assignment? n Measur ed: none
Internal Alert? n Mai nt enance Tests? y
Data Restriction? n
Used for DCS? y PBX ID: 2
Suppress # Qutpul sing? n
Sei ze \Wen Mai ntenance Busy: neither-end
I ncom ng Tone (DTMF) ANI: no Per Call CPN Bl ocki ng Code:
Connected to CO? n Per Call CPN Unbl ocki ng Code:
Ds1l Echo Cancell ation? n

DSN TERM? n

Group 12 — member assignment

add trunk-group 12

GROUP MEMBER ASSI GNVENTS

Code
TN767
TN767
TN767

Por t Sf x Nane
01c1901
01c1902

01c1903

ImT

ahwnNE

N

S
Page 4 of x
TRUNK GROUP
Admi ni stered Menbers (m n/max): 1/3
Total Admi nistered Menbers: 3
Ni ght Mode Type Ans Del ay
20
20
20

/
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ﬂdd trunk-group 22

KAnswer Supervi sion Tineout: 0

TRUNK GROUP
Group Nunber: 22 G oup Type: tie CDR Reports: y
Goup Nane: DCS data to node 2 - TG22 COR 1 TN 1 TAC. 722
Direction: two-way Qut goi ng Display? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0 I ncom ng Destination:
Comm Type: data Aut h Code? n
Trunk Flash? n
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk I ncoming Rotary Tineout(sec): 5
Qut goi ng Dial Type: tone Incoming Dial Type: tone
Di sconnect Ti m ng(nsec): 500
Digit Treatment: Digits:
Sig Bit Inversion: none
Anal og Loss G oup: Digital Loss G oup:
I ncoming Dial Tone? y
Di sconnect Supervision - In? y Qut? n

Recei ve Answer

Page 1 of 11\

Super vi si on?

J

Group 22 — Page 2

Kadd trunk-group 22
TRUNK FEATURES

ACA Assi gnment ? Measur ed:
Internal Alert? n

Data Restriction? n

=}

Used for DCS?
Suppress # Qutpul sing?

n
n
Sei ze When Mai nt enance Busy:

Per
Per

I ncom ng Tone (DTMF) ANI: no
Connected to CO? n

K DSN TERV? n

none

neither-end

Cal |

Page 2 of 1N

Mai nt enance Tests? y

Cal | CPN Bl ocki ng Code:

CPN Unbl ocki ng Code:

Dsl1 Echo Cancel |l ation?

/

Group 22 — Group member assignments

/add trunk-group 22

GROUP MEMBER ASSI GNVENTS

TRUNK GROUP

Tot al

Por t Code Sfx Nanme
01c1923 TN767 F

Ni ght

1:
2
3
4:
5:
6:
7
8
9
0

Admi ni stered Menbers (m n/max):
Admi ni st ered Menbers: 3

Page 4 of N

1/3

Mode Ans Del ay

20

Type
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Group 13 (ISDN-PRI to Switch Node 3) — page 1
ﬂdd trunk-group 13 Page 1 of 10\
TRUNK GROUP
Group Nunber: 13 Group Type: isdn CDR Reports: y
Group Nane: ISDN TG 13 to Switch 3 COR 1 TN 1 TAC: 713
Direction: two-way Qut goi ng Display? n Carrier Medium
Di al Access? n Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0
Service Type: tie Aut h Code? n TestCall ITC rest
Far End Test Line No:
TestCall BCC. 4

TRUNK PARAMETERS
Codeset to Send Display: 6
Max Message Size to Send: 260

Codeset to Send TCM Lookahead: 6
Charge Advice: none

Suppl enentary Service Protocol: a Digit Handling (in/out): enbloc/enbloc
Trunk Hunt: cyclical QS| G Val ue Added?
Digital Loss G oup:
Cal l i ng Nunber - Delete: Insert: Nunberi ng Format:
Bit Rate: 1200 Synchroni zati on: async Dupl ex: full
Di sconnect Supervision - In? y Qut?n
Answer Supervision Timeout: 0 /
Group 13 — page 2
@dd trunk-group 13 Page 2 of 1(N
TRUNK FEATURES
ACA Assignment? n Measured: none W deband Support? n
Data Restriction? n Mai nt enance Tests? y
Send Name: n NCA- TSC Trunk Menber: 1
Send Cal ling Nunmber: n
Used for DCS? y

Suppress # CQutpul sing? n
Qut goi ng Channel

Send UU | E?
Send UCI D? n
Send Codeset 6/7 LAl IE? vy

SBS? n

QSN Tern®? n

| D Encodi ng: preferred

UUl | E Treatnent: service-provider
Repl ace Restricted Nunbers?
Repl ace Unavai | abl e Nunber s?

Send Connected Nunber: n

Ds1 Echo Cancel |l ation?

US NI Del ayed Cal | i ng Name Update?

Net wor k (Japan) Needs Connect Before Di sconnect?

J

Group 13 — member assignments

/add trunk-group 13 Page 6 of 10\
TRUNK GROUP
Admi ni stered Members (min/ max): 0/0
GROUP MEMBER ASSI GNVENTS Total Adm nistered Menbers: 0
Por t Code Sfx Nane Ni ght Sig Gp
01c1801 TN464 E 1
01c1802 TN464 E 1
01c1803 TN464 E 1
01c1804 TN464 E 1

NoakrwhkR

/
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ﬂdd trunk-group 14

Page 1 of 11\

TRUNK GROUP
Group Nunber: 14 G oup Type: tie CDR Reports: y
G oup Nane: Switch 1 to Switch 4 tgl4 COR 1 TN 1 TAC: 714
Direction: two-way Qut goi ng Display? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0 I ncom ng Destination:
Comm Type: voice Aut h Code? n
Trunk Flash? n
BCC. 0
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk I ncoming Rotary Tineout(sec): 5
Qut goi ng Dial Type: tone Incoming Dial Type: tone
Digit Treatment: Di sconnect Ti m ng(nsec): 500
Digits:
Sig Bit Inversion: none
Anal og Loss Goup: Digital Loss G oup:
I ncoming Dial Tone? y
Synchroni zation: async Dupl ex: full
Di sconnect Supervision - In? y Qut? n
Answer Supervision Timeout: 0 Recei ve Answer Supervision? y
Group 14 — Page 2
/add trunk-group 14 Page 2 of 11\
TRUNK FEATURES
ACA Assignment? n Measured: none
Internal Alert? n Mai nt enance Tests? y
Data Restriction? n

Used for DCS?
Suppress # Qut pul sing?

y
n
Sei ze \When Mai nt enance Busy:

I ncom ng Tone (DTMF) ANI: no

Connected to CO? n Per

DSN Tern? n

Per

neither-end

Cal |
Cal |

CPN Bl ocki ng Code:
CPN Unbl ocki ng Code:

Ds1 Echo Cancel | ation

Group 14 — member assignments

TRUNK GROUP
Admi ni st ered
GROUP MEMBER ASSI GNVENTS Tot al
Por t Code Sfx Narme
1: 01c1701 TN767 F
2: 01c1702 TN767 F
4: 01c1703 TN767 F

Ni ght

QooNod

Admi ni stered Menbers:

Page 4 of 11
Menbers (m n/ max) : 1/3

3

Mode

Type Ans Del ay
20

20
20
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Group 24 (data to Switch Node 4) — pagel

ﬂdd trunk-group 24

TRUNK PARAMETERS
Trunk Type (in/out):
Qut goi ng Di al Type:

wi nk/ wi nk
tone

Digit Treatment:

Anal og Loss G oup:
Incoming Dial Tone? y

Di sconnect Supervision -
Answer

-

In?y Qut?n
Supervi sion Tineout: 0

TRUNK GROUP
Group Nunber: 24 Goup Type: tie CDR Reports: y
G oup Nane: DCS data to node 2 - T&2 COR 1 ™. 1 TAC. 722
Direction: two-way Qutgoing Display? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0 I ncomi ng Destination:
Comm Type: data Auth Code? n
Trunk Flash? n

I ncom ng Rotary Timeout(sec): 5

Page 1 of 1(N

Incoming Dial Type:

Di sconnect Ti m ng(nsec):
Digits:

I nversi on:
Loss G oup:

Sig Bit
Di gi tal

Recei ve Answer Supervision? y

J

Group 24 — Page 2

/add trunk-group 24
TRUNK FEATURES

ACA Assi gnment ?

(=]

I nt er nal

Used for DCS?
Suppress # CQut pul sing?
Sei ze

I ncomi ng Tone (DTMF) ANI: no
Connected to CO? n

kDSN Tern®? n

Measur ed:

Data Restriction?

n
n
When Mai ntenance Busy:

Page 2 of 1N

Mai nt enance Tests? y

none
Alert?

[=2=

neit her-end

Per Call
Per Call

CPN Bl ocki ng Code:
CPN Unbl ocki ng Code:

Ds1 Echo Cancel |l ation?

/

Group 24 — member assignments

TRUNK GROUP

GROUP MEMBER ASSI GNMVENTS

Por t Code Sfx Nane
01cl1723 TN7/67 F

Ni ght

1:
2
3
4.
5:
6:
7
8
9
0

10

Adm ni stered Menbers (m n/nex):
Tot al

Page 4 of 11
1/3
Adm ni st ered Menbers: 3

Mode

Type Ans Del ay
20
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Uniform Dial Plan administration changes considerably with R11. Now you use the
Uniform Dial Plan Table to administer UDP. See Administrator’s Guide for Avaya
Communication Manager, 555-233-506, for more information.

//Ehange uni formdial plan 0 Page 1
UNI FORM DI AL PLAN TABLE
Percent Full: 2
Mat chi ng I nsert Node Mat chi ng I nsert Node
Pattern Len Del Digits Net Conv Num Pattern Len Del Digits Net Conv Num
2 4 0 817 aar n -
4 5 1 334  aar n _ - -
43659 5 1 928 aar y -
623 3 3 5380 aar n _ - -
73012 5 1 ~ enp n 31 - e
74100 5 0 81  ars vy _ - -
8 s o0 et n -
911 3 0 ___ ars n _ - -
AAR Digit Analysis
change aar analysis 1 Page 1 of 2
AAR DI G T ANALYSI S TABLE
Percent Full: 6
Di al ed Tot al Rout e Cal | Node AN
String Mn Mx Pattern Type Num  Reqd
222 7 7 102 aar 2 n
223 7 7 103 aar 3 n
224 7 7 104 aar 4 n
ISDN TSC Gateway Channel Assignment
change i sdn tsc-gateway Page 1 of 2
| SDN TSC GATEWAY CHANNEL ASSI GNMVENT
Sig Admid NCA Processor Appli- Sig Admid NCA Processor Appli-
Group TSC | ndex Channel cation Group TSC I ndex Channel cation
11 2_ 12 des 170 __ _ _
2: 1 3 16 dcs 18: __ _ o
31 4 3_ audi x 19: . - o
4. . - 20 __ . o o
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Routing Patterns

Pattern 102

change route-pattern 102

Pattern Number: 102 Pattern Nane:
DCs/ I XC
Gp FRL NPA Pfx Hop Toll No. I nserted @&l G
No Mk Lnt List Del Digits I ntw
Dgt s
1:12 0 3 user
2: user
3: user
4: user
5: user
6: user
BCC VALUE TSC CA-TSC | TC BCIE Servicel/ Feature BAND No. Nurmbering LAR
01234W Request Dgt s For mat
Subaddr ess

1: yyyyyn n bot h ept none
22 yyyyyn n rest none
3 yyyyynn rest none
4: yyyyyn n rest none
5. yyyyynn rest none
6: yyyyynn rest none

‘\\\

/

Pattern 103

change route-pattern 103

Pattern Number: 103 Pattern Name:
DCs/ I XC
Gp FRL NPA Pfx Hop Toll No. Inserted Q@I G
No Mk Lnt List Del Digits Intw
Dgt s
1:12 0 3 user
2: user
3: user
4: user
5: user
6: user
BCC VALUE TSC CA-TSC I TC BCIE Servicel/ Feature BAND No. Numbering LAR
01234W Request Dgt s For mat
Subaddr ess
LLyyyyynmn both ept none
22 yyyyynn rest none
3 yyyyynn rest none
4: yyyyyn n rest none
5. yyyyynn rest none
6: yyyyynn rest none

‘\\\

J
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Pattern 104

change route-pattern 104 ﬁ\\\
Pattern Nunmber: 104 Pattern Nane:
DCs/ I XC
Gp FRL NPA Pfx Hop Toll No. Inserted Q@I G
No Mk Lnt List Del Digits Intw
Dgt s
1:12 0 3 user
2: user
3: user
4: user
5 user
6 user
BCC VALUE TSC CA-TSC I TC BCIE Servicel/ Feature BAND No. Numbering LAR
01234W Request Dgt s For mat
Subaddr ess
LLyyyyynmn both ept none
22 yyyyynn rest none
3 yyyyynn rest none
4: yyyyyn n rest none
5. yyyyynn rest none
6: yyyyynn

K . rest nOfD

Node Names

Audix
change node-nanmes audi x Page 1 of 1
AUDI X NODE NAMES
Audi x Nanes | P Address
intuity 192. 168. 200. 10
IP
change node-nanes ip Page 1
| P NODE NAMES
Nane | P Address Narme | P Address
pppl4 192.168. 200. 12
ppp41l 192.168. 200. 14 .
CVs 192. 168.201. 10_
router 192.168.200.1_ .
Et hernet 1 192. 168.200. 11
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Data Modules

x.25 data module

add dat a- nodul e 1992

Page 1 of 2
DATA MODULE
Dat a Extension: 1992 Nane: x.25 on link 2 to node 2
Type: Xx.25 Renot e Loop-Around Test? n
Port: 01C0101 COR 1 Destination Nunber: external
Baud Rate: 9600 TN 1 Est abl i sh Connection? n
Endpoi nt Type: adjunct Connect ed Data Modul e: 1900
Link: 2_ DTE/ DCE: dte Error Loggi ng? n
Enabl e Link: n
Permanent Virtual Circuit? y Hi ghest PVC Logi cal Channel: 64
Switched Virtual Circuit? n
pdm data module
add dat a- nodul e 1900 Page 1 of x
DATA MODULE
Dat a Extension: 1900 Nane: BCC: 2
Type: pdm cos: 1 Renot e Loop- Around Test? n
Port: 01c2001 COR 1 Secondary Data Mdul e? n
ITC restricted TN: 1 Connected To: dte

ABBBREVI ATED DI ALI NG
List 1

SPECI AL DI ALI NG OPTI ON
ASS| GNED MEMBER (Station with a data extension button for this data nodul e)

Ext Nane
1.

PPP data module

add dat a- nodul e 1994 Page 1 of x
DATA MODULE
Dat a Extension: 1994 Name: _ppp on link 4 to node 4___ BCC: 2
Type: PPP cos: 1
Port: 01c1502 COR 1
Link: 4_ ™ 1

Enabl e Link? n

Node Nane: pppld__
Subnet Mask: 255.255.255.0

Establ i sh Connection: y

DESTI NATI ON
Digits: 7241991
Node Nane: ppp4l__
CHAP? n
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Ethernet data module

add dat a- nodul e 1191 Page 1 of X
DATA MODULE

Dat a Extension: 1191 Nanme: Ethernet on link 1_ BCC. 2
Type: Ethernet
Port: 01c1517
Link: 1_

Network uses 1's for Broadcast Addresses? y

IP Interface
list ip-interface Page 1 of 2
I P Interfaces
Net
ON Type Sl ot Code Sfx Node Name Subnet Mask Gat eway Address Rgn VLAN

y G LAN 01c15 TN799 B Ethernetl 255.255.255.0 192.168. 200. 1 1

N

o

o

N

o

o

N

a

cocoocoooo

|o|lo|o|o|o|o|o|o

Processor Channel Assignments

ﬂhange conmuni cati ons-interface processor-channels \
Page 1 of X

PROCESSOR CHANNEL ASSI GNVENT
Proc G wy Interface Desti nati on Sessi on Mach
Chan Enable Appl. To Mdde Link/Chan Node Port Local/Renote 1D
1. vy audi x s 1 5002 intuity 0 11 1
2y  gtw-tep4 _ 2 2 2 59 __
3y gat eway s 1 5031 intuity O 3 3 _
4: y gtwy-tcp 2. s 1 5021 intuity 0 2 2 _ _
100y mis s 1 5001 cns 0 11
11:  y dcs B 2 1 _11 11 2_
12: y gat eway _ 2 12 _12 12 _
13:  y gtwy-tcp 15 _ 2 13 _13 13 _
14: y dcs s 4 5003 ppp4l 0 _14 14 4
15:  y gtwy-tcp 13 s 4 5004 ppp4l 0 _15 15 _
16: y gat eway s 4 5005 ppp4l 0 _16 16 _
64: _ e 0
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Switch-Node 2 Administration

This section displays the screens for the administration of Switch Node 2.

DS1 Circuit Packs

add dsl1 1lalo0

Locati on:

Bit Rate

Li ne Conpensati on
Si gnal i ng Mbde

I nterface Conpandi ng
I dl e Code
DM - BOS? n

01alo
1.544

1

DS1 CIRCUI T PACK

Nane:
Li ne Codi ng:
Fram ng Mbde:

conmmon- chan

mul aw

11111111

Slip Detection? n

\\\¥ Echo Cancellation? n

Near -end CSU Type:

sw2toswl

b8zs
esf

ot her

/

Dial Plan Analysis

change di al pl an anal ysi s

Dialed Tota
String Length
1

H *O0O0~NPhWNRERLO
WWRrRPWRADMDMD

Cal
Type
attd
dac
ext
ext
ext
dac
fac
fac
dac
dac

Page 1 of

DI AL PLAN ANALYSI S TABLE

Percent Full: 9

Dialed Total Call Dialed Tota

String Length Type String Length Type

3 SPE A

Cal
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change di al pl an paraneters Page 1 of 1
DI AL PLAN PARAMETERS
Local Node Nunber: 2
ETA Node Nunber:
ETA Routing Pattern:
UDP Ext ension Search Order: |ocal -extensions-first
6-Digit Extension Display Format: XX.XX.XX
7-Digit Extension Display Format: XXX.XXXX
AAR/ ARS Internal Call Prefix:
AAR/ ARS Internal Call Total Length
Synchronization Plan
change synchroni zati on Page 1 of X
SYNCHRONI ZATI ON PLAN
SYNCHRONI ZATI ON SOURCE (circuit pack |ocation)
Stratum 4
Primary: 01a10 Secondary:
ClRCUI T PACKS AVAI LABLE FOR SYNCHRONI ZATI ON
Locati on Type Nane Slip Location Type Nane Slip
01al0 DS1  UDS1- BD y
NOTE: TN722B & TN464B DS1 sources result in stratum4, type Il synchronization
Trunk Groups
Group 12 —page 1
add trunk-group 12 Page 1 of 16\\\
TRUNK GROUP
Group Nunmber: 12 Group Type: tie CDR Reports: y
G oup Nane: DCS data to node 2 - T&2 COR 1 ™. 1 TAC. 722
Direction: two-way Qutgoi ng Di splay? n Trunk Signaling Type
Di al Access? y Busy Threshol d: 99 Ni ght Service
Queue Length: O I ncom ng Destination
Comm Type: data Auth Code? n
Trunk Flash? n
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk I ncoming Rotary Tineout(sec): 5
Qut goi ng Dial Type: tone Incoming Dial Type: tone
Di sconnect Tim ng(nsec): 500
Digit Treatment: Digits:
Sig Bit Inversion: none
Anal og Loss G oup: Digital Loss G oup:
I ncoming Dial Tone? y
Di sconnect Supervision - In? y Qut? n

Answer Supervision Timeout: 0

Recei ve Answer Supervision? y

J
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Group 12 — Page 2

Kadd trunk-group 12
TRUNK FEATURES
ACA Assignment? n
I nt er nal

Used for DCS? y PBX ID: 1
Suppress # Qutpul sing? n

Incomi ng Tone (DTMF) ANI: no
Connected to CO? n

K DSN TERMW? n

Measur ed:

Data Restriction? n

Sei ze When Mai nt enance Busy:

Page 2 of 10\

Mai nt enance Tests? y

none
Alert? n

nei t her-end

Per Call CPN Bl ocki ng Code:
Per Call CPN Unbl ocki ng Code:
Ds1 Echo Cancell ation?

J

Group 12 — member assignments

/add trunk-group 12

GROUP MEMBER ASSI GNVENTS

TRUNK GROUP

Por t Code Sfx Nane
01a1001 TN767 E
01a1002 TN767 E
01a1003 TN767 E

Ni ght

oahwnRE

-

Admi ni stered Menbers (m n/max):

Page 4 of 10 \

1/3

Total Adm nistered Menbers: 3

Mode Type Ans Del ay

J
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Uniform Dial Plan

NOTE:

Uniform Dial Plan administration changes considerably with R11. Now you use the
Uniform Dial Plan Table to administer UDP. See the Administrator’s Guide for Avaya
Communication Manager, 555-233-506, for more information.

change uni formdial plan 0 Page 1 ofﬁa\\
UNI FORM DI AL PLAN TABLE
Percent Full: 2
Mat chi ng I nsert Node Mat chi ng I nsert Node
Pattern Len Del Digits Net Conv Num Pattern Len Del Digits Net Conv Num
2 4 0 817~ aar n _ _ o
4 5 1 334  aar n _ - -
43659 5 1 928  aar y _ _ o
623 3 3 5380 aar n _ - -
73012 5 1 ~en n 31 - e
74100 5 0 81  ars y _ - -
8 5 0 ___ et n _ _ o
911 3 0 _____ ars n _ - -
AAR Digit Analysis
change aar analysis 1 Page 1 of 2
AAR DI G T ANALYSI S TABLE
Percent Full: 6
Di al ed Tot al Rout e Cal | Node AN
String Mn Mx Pattern Type Num  Reqd

221 7 7 101 aar 1 n

223 7 7 101 aar 3 n

224 7 7 101 aar 4 n
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Routing Patterns

ﬁhange route-pattern 101

101 \

Pattern Nunber
DCs/ I XC
Gp FRL NPA Pfx Hop Toll No. I nserted Q@I G
No Mk Lnt List Del Digits I ntw
Dgt s
1:12 0 3 user
2: user
3: user
4: user
5: user
6: user
BCC VALUE TSC CA-TSC I TC BCIE Servicel/ Feature BAND No. Numbering LAR
01234W Request Dgt s For mat
Subaddr ess
I: yyyyyn n bot h ept none
22 yyyyyn n rest none
3: yyyyyn n rest none
4: yyyyyn n rest none
5. yyyyyn n rest none
KG: yyyyynn rest nory
Data Modules
procr-intf data module
/add dat a- rodul e 2992 Page 1 of 1\
DATA MODULE
Dat a Extension: 2992 Nane: x.25 on link 2 to node 1__
Type: procr-intf ccs: 1 Mai nt enance Extension: 2002
Physi cal Channel: 02_ COR 1 Desti nati on Nunber:
7221993
ITC. Restricted ™ 1 Est abl i sh Connection? y
Link: 2_ DTE/ DCE: dce Connect ed Data Modul e:

Enabl e Link: n
ABBREVI ATED DI ALI NG
List1:

SPECI AL DI ALI NG OPTI ON\:

Ext Nanme

k 1.

ASSI GNED MEMBER (Station with a data extension button for this data nodul e)

/
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Processor Channel Assignments

Processor Channel Assignment screen

/ change communi cati ons-interface processor-channels \
Page 1 of X
PROCESSOR CHANNEL ASSI GNVENT
Proc G wy Interface Desti nati on Sessi on Mach
Chan Enable Appl. To Mode Link/Chan Node Port Local/Rermote |ID
1: N — —
1i1 y des__ _ 2 1 R —
12: y des - 2 12 _—_ —_
13: vy dcs _ 2 13 . _
591 y audix___ ____ _ 2 2 N —
Hunt Group
Page 1
/add hunt - gr oup 99 Page 1 of 1(N
HUNT GROUP
G oup Number: 99 ACD? n
Goup Nanme: Intuity 1 Queue? n
G oup Extension: 2111 Vector? n
Goup Type: ucd-ma Cover age Pat h:
TN 1 Ni ght Service Destination:
COR 1 MM Early Answer? n
Security Code:

k | SDN Cal | er Display: /

Page 2

/ add hunt-group 1 Page 2 of 10\
HUNT GROUP

Message Center: audix

Message Center AUDI X Name:

Primary? n
Calling Party Number to INTU TY AUDI X? n
LWC Reception: none
AUDI X Narre:
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Switch-Node 3 Administration

This section shows the screens for the administration of Switch Node 3.

DS1 Circuit Packs

ﬂdd ds1 1all

Location: 0Olall
Bit Rate: 1.544
Li ne Conpensation: 1
Si gnal i ng Mbde: isdn-pri
I nterface Conpandi ng: nul aw
ldle Code: 11111111
DM - BOS? n

DS1 CIRCU T PACK

Page 1 of

2 \
Name: Switch 3 to Switch 1

Li ne Codi ng: b8zs
Frami ng Mbde: esf

Slip Detection? n Near - end CSU Type: ot her
K Bl ock Progress |ndicator? _ J
Dial Plan Analysis
/change di al pl an anal ysi s Page 1 of 3 SPEA
DI AL PLAN ANALYSI S TABLE
Percent Full: 9
Dialed Total Call Dialed Total Call Dialed Total Call
String Length Type String Length Type String Length Type
0 1 attd
1 4 dac
2 4 ext
3 4 ext
4 4 ext
7 3 dac
8 1 fac
9 1 fac
* 3 dac
# 3 dac
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/change di al pl an paraneters

Local

6-Digit
7-Digit
AAR/ ARS | nt er nal

AAR/ ARS | nternal Call

Cal |
Tot al

o

DI AL PLAN PARAMETERS

Node Nunber:
ETA Node Nunber:

ETA Routing Pattern:

UDP Ext ension Search Order:
Ext ensi on Di spl ay Format:
Ext ensi on Di splay Format:
Prefix:
Lengt h:

Page 1 of 1\

3

| ocal - ext ensi ons-first
XX. XX. XX
XXX. XXXX

J

Synchronization Plan

ﬂ:hange synchroni zati on Page 1 of X
SYNCHRONI ZATI ON PLAN
SYNCHRONI ZATI ON SOURCE (circuit pack |ocation)
Stratum 4
Primary: 1lall Secondary:
Location Type Name Slip Location Type Nane Slip
0lall DS1 DCS-SW._ y . _

Signaling Group

Page 1

add si gnal i ng- gr oup next

Page 1 of 5

SI GNALI NG GROUP

G oup Nunber: 1

Associ ated Signaling? y
Pri mary D-Channel :

Trunk Group for Channel

Max number of NCA TSC. 5_
Max nunber of CA TSC. 23

0lall24 23
Trunk Group for NCA TSC: 13

Sel ecti on:
Suppl ementary Service Protocol:

a_
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Page 2 — Administered NCA TSC Assignment

Page 2 of 5\

As-needed I nactivity Time-out (mn):

Kadd si gnal i ng- group next
ADM NI STERED NCA TSC ASSI GNVENT

Servi ce/ Feat ure:

TSC Local Adj . Mach.
I ndex Ext. Enabl ed Established Dest. Digits Appl . Narme 1D
1: 3901_ y per manent 1901 dcs 1
2: 3902_ y per manent 1902 dcs 2_
3: 3903_ y per manent 1903 des  __ 4_
K 4. 3904 _ y per manent 1904 audi x 1 /
Trunk Groups
Group 13 (ISDN-PRI) — page 1
ﬁdd trunk-group 13 Page 1 of 10\
TRUNK GROUP
Group Number: 13 G oup Type: tie CDR Reports: y
G oup Nane: DCS data to node 2 - T&2 COR 1 ™ 1 TAC. 722
Direction: two-way Qutgoing Display? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Service:
Queue Length: 0 I ncomi ng Destination:
Comm Type: data Auth Code? n
Trunk Flash? n

TRUNK PARAMETERS
Qutgoi ng Dial Type: tone
Digit Treatnent:

Anal og Loss G oup:
Incomng Dial Tone? y

Trunk Type (in/out): w nk/w nk

Di sconnect Supervision - In? y Qut? n
KAnswer Supervi sion Tinmeout: 0

Incom ng Rotary Tinmeout(sec): 5
Incoming Dial Type:
Di sconnect Ti m ng(nsec): 500

Digits:
Sig Bit Inversion: none
Digital Loss G oup:

Recei ve Answer Supervision? y

/

Group 13 — page 2

Kadd trunk-group 13

TRUNK FEATURES
ACA Assignment? n

Suppress # Qutpul sing? n
Qut goi ng Channel | D Encodi ng:

Send UCI D? n
KSend Codeset 6/7 LAl IE? y

Measur ed:

I nternal

Data Restriction? n
Send Nane: n
Used for DCS? v PBX ID 1

excl usive

Page 2 of 10 \

W deband Support? n
Mai nt enance Tests? y
NCA- TSC Trunk Menber: 1
Send Cal ling Number: n

none
Alert? n

DCS Signaling: d-chan
UUl | E Treatnent: service-provider

Send Connected Nunmber: n

J
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Group 13 — member assignments

///aisplay trunk-group 13 Page 4 of 10 ‘\\\
TRUNK GROUP

Adm ni stered Menbers (min/ max): 0/0
GROUP MEMBER ASSI GNMENTS Total Adm nistered Menbers: 0

Por t Code Sfx Nane Ni ght Sig Gp
01al101 TN464 e
01al1102 TN464 e
01al1103 TN464 e
01a1104 TN464 e

R el

onhrwNR

o

Uniform Dial Plan

NOTE:

Uniform Dial Plan administration changes considerably with R11. Now you use the
Uniform Dial Plan Table to administer UDP. See the Administrator’s Guide for Avaya
Communication Manager, 555-233-506, for more information.

///kchange uni formdial plan 0 Page 1 of
2
UNI FORM DI AL PLAN
TABLE
Percent Full: 2
Mat chi ng I nsert Node Mat chi ng I nsert No
de
Pattern Len Del Digits Net Conv Num Pattern Len Del Digits Net Conv Nu
m
2 4 0 817 aar n - -
4 5 1 334 aar n o 4747 -
43659 5 1 928 aar y o - -
623 3 3 5380 aar n o 4747 -
73012 5 1 enp n 31 - -
74100 5 0 81 ars y o 4747 -
5 0 ext n

NG
AAR Digit Analysis

//;fange aar analysis 1 Page 1 of 2‘\\

AAR DI T ANALYSI S TABLE
Percent Full: 6
Di al ed Tot al Rout e Cal | Node AN
String Mn Mx Pattern Type Num  Reqd
221 7 7 101 aar 1 n
222 7 7 101 aar 2 n
224 7 7 101 aar 4 n
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Routing Patterns

/add route-pattern 101

~

Pattern Nunber: 101
G p. FRL NPA Pfx Hop Toll No. Del Inserted I XC
No. Mk Lmt List Digits Digits
1:13 0 3 user
2: user
3: user
4: user
5: user
6: user
BCC VALUE TSC CA-TSC I TC BCIE Service/Feature Nunbering LAR
01234W Request For mat
1: yyyyyn y as needed both ept none
22 yyyyynn rest none
3 yyyyynn rest none
4: yyyyynn rest none
5. yyyyynn rest none
KS:yyyyynn rest nory
Hunt Group
Page 1
ﬂdd hunt - group 99 Page 1 of 1“
HUNT GROUP
Group Number: 99 ACD? n
Group Name: Intuity 1 Queue? n
Group Extension: 3111 Vector? n
Group Type: ucd-ma Cover age Pat h:
™ 1 Ni ght Service Destination:
COR 1 MM Early Answer? n
Security Code:
k | SDN Cal | er Displ ay: J
Page 2
Kadd hunt - group 99 Page 2 of\
10
HUNT GROUP
Message Center: rem audi x
AUDI X Extension: 1111

-

Calling Party Number to INTU TY AUDI X? n
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Switch-Node 4 Administration

This section displays the screens for the administration of Switch Node 4.

Bus Bridge

/change system paranet ers nai nt enance Page 2 of N

MAI NTENANCE- RELATED SYSTEM PARAMETERS
M NI MUM MAI NTENANCE THRESHCLDS ( Before Notification )
TTRs: 4 CPTRs: 1 Call Classifier Ports: 0O
MMs: O VCs: O

TERM NATI NG TRUNK TRANSM SSI ON TEST ( Extension )
Test Type 100: Test Type 102: Test Type 105:

| SDN MAI NTENANCE
| SDN- PRI Test Call Extension: | SDN- BRI Service SPID:

DS1 MAI NTENANCE
DSO Loop- Around Test Call Extension:

SPE OPTI ONAL BOARDS

Packet Intfl? y Packet Intf2? y
K Bus Bridge: 01a05_ Inter-Board Link Tineslots PtO: 6 Pt1: 1 Pt2: 1J
DS1 Circuit Packs
Page 1
/add dsl 1lal0 Page 1 of 2 \
DS1 CI RCU T PACK
Location: 01al0 Nane: Switch 4 to Switch 1
Bit Rate: 1.544 Li ne Codi ng: b8zs
Li ne Conpensation: 1 Fram ng Mbde: esf

Si gnal i ng Mbde: robbed-bit

I nterface Conpandi ng: mnul aw
Idle Code: 11111111

Slip Detection? n Near - end CSU Type: ot her

K Bl ock Progress Indicator? _
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Dial Plan Analysis

/ change di al pl an anal ysi s Page 1 of 3 SPE A
DI AL PLAN ANALYSI S TABLE
Percent Full: 9
Dialed Total Call Dialed Total Call Dialed Total Call
String Length Type String Length Type String Length Type
0 1 attd
1 4 dac
2 4 ext
3 4 ext
4 4 ext
7 3 dac
8 1 fac
9 1 fac
* 3 dac
K # 3 dac /
Dial Plan Parameters
ﬂhange di al pl an paraneters Page 1 ch
1
DI AL PLAN
PARAMVETERS
AAR/ ARS Internal Call Prefix: Local Node
Nunber: 4
AAR/ ARS I nternal Call Total Length: ETA Node Nunber:

Pattern:
UDP Ext ensi on Search Order:

6-Digit Extension Display Format:
7-Digit Extension Display Format:

-

ETA Routing
| ocal - extensi ons-first
XX. XX. XX
XXX. XXXX

Synchronization Plan

ﬂhange synchroni zati on
Stratum 4
Primary: 1al0
Name

Locati on Slip

o
e
o)
=
o

SYNCHRONI ZATI ON PLAN
SYNCHRONI ZATI ON SOURCE (circuit

Page 1 of X\

pack | ocati on)

Secondary:

Location Type

86
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Group 14 —page 1

Network example

/add trunk-group 14 Page 1 of 10\
TRUNK GROUP
Group Nunmber: 14 Group Type: tie CDR Reports: y
Group Nanme: Node 4 to Node 1 - TGl4 COR 1 ™ 1 TAC. 714
Direction: two-way Qut going Display? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0O I ncom ng Destination:
Comm Type: voice Aut h Code? n
Trunk Flash? n
BCC. 0
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk Incoming Rotary Tineout(sec): 5
Qut going Dial Type: tone I ncoming Dial Type: tone
W nk Tiner(msec): 300 Di sconnect Ti m ng(nsec): 500
Digit Treatnent: Digits:
Sig Bit Inversion: none
Connected to Toll? n STT Loss: nornal DTT to DCO Loss: nor nal
Incoming Dial Tone? y
Bit Rate: 1200 Synchroni zati on: async Dupl ex: full
Di sconnect Supervision - In? y Qut? n
k Answer Supervision Timeout: 0 Recei ve Answer Supervision? y J
Group 14 — page 2
Kadd trunk-group 14 Page 2 of 10\
TRUNK FEATURES
ACA Assignment? n Measured: none
Internal Alert? n Mai nt enance Tests? y
Data Restriction? n
G are Handling: none
Used for DCS? y PBX ID: 1
Suppress # CQutpul sing? n
Sei ze When Mai ntenance Busy: neither-end
I nconmi ng Tone (DTMF) ANI: no Per Call CPN Bl ocki ng Code:
k Connected to CO? n Per Call CPN Unbl ocki ng Code: J

Group 14 — member assignments

/add trunk-group 14 Page 4 of 10\
TRUNK GROUP
Admi ni stered Menmbers (m n/ max): 1/3
GROUP MEMBER ASS| GNMVENTS Total Admi nistered Menbers: 3
Por t Code Sfx Name Ni ght Mode Type Ans Del ay
1: 01al001 TN767 e 20
2: 01al1002 TN767 e 20
3: 01a1003 TN767 e 20
4:
5:
6:

N
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Group 24 (data to Switch Node 1) — pagel

/add trunk-group 24 Page 1 of 10 \
TRUNK GROUP
G oup Number: 24 Group Type: tie CDR Reports: y
Group Nane: dcs data to Switch 1 COR: 1 ™ 1 TAC: 124
Di rection: two-way Qut goi ng Di splay? n Trunk Signaling Type:
Di al Access? y Busy Threshol d: 99 Ni ght Servi ce:
Queue Length: 0O I ncom ng Destination:
Comm Type: rbavd Aut h Code? n
Trunk Flash? n
BCC. 0
TRUNK PARAMETERS
Trunk Type (in/out): w nk/w nk I ncom ng Rotary Tineout(sec): 5
Qut goi ng Dial Type: tone Incoming Dial Type: tone
W nk Tiner(nmsec): 300 Di sconnect Ti m ng(nsec): 500
Digit Treatment: Digits:
Sig Bit |nversion: none
Connected to Toll? n STT Loss: normal DIT to DCO Loss: nor nal
I ncoming Dial Tone? y
Bit Rate: 1200 Synchroni zati on: async Dupl ex: full
Di sconnect Supervision - In? y Qut? n

K Answer Supervision Tineout: O

Recei ve Answer Supervision? y

J

Group 24 — page 2

add trunk-group 24
TRUNK FEATURES
ACA Assignment? n

Used for DCS? n
Suppress # CQutpul sing? n
Sei ze When

I ncomi ng Tone (DTMF) ANI: no
Connected to CO? n

Page 2 of 10 \

Mai nt enance Tests? y

Measured: none
Internal Alert? n
Data Restriction? n

G are Handling: none

Mai nt enance Busy: neither-end

Per Call
Per Call

CPN Bl ocki ng Code:
CPN Unbl ocki ng Code:

J

Group 14 — member assignments

add trunk-group 24
10

-

GROUP MEMBER ASSI GNVENTS

Port Code Sfx Nane
1: 0l1al023 TN767 f

2:
3:

N

Page 5 of \

1/3

TRUNK GROUP
Adm ni stered Menbers (min/ max):

Total Admi nistered Menbers: 3
Ni ght Mbde Type  Ans Del ay
20

/
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Uniform Dial Plan

NOTE:
Use the Uniform Dial Plan Table to administer UDP. See the Administrator's Guide for
Avaya Communication Manager, 555-233-506, for more information.

change uniformdialplan 0 Page 1 of\z
UNI FORM DI AL PLAN
TABLE
Percent Full: 2
Mat chi ng I nsert Node Mat chi ng I nsert Nod
e
Pattern Len Del Digits Net Conv Num Pattern Len Del Digits Net Conv Num
2 4 0 817 aar n o - -
4 5 1 334 aar n o 77 -
43659 5 1 928 aar y o - -
623 3 3 5380 aar n o 77 -
73012 5 1 enp n 31 - -
(4100 5 0 81 ars y o 77 - 7J
AAR Digit Analysis
change aar analysis 1 Page 1 of 2
AAR DIG T ANALYSI S TABLE
Percent Full: 6
Di al ed Tot al Rout e Cal | Node AN
String Mn Mx Pattern Type Num  Reqd
221 7 7 101 aar 1 n
222 7 7 101 aar 2 n
223 7 7 101 aar 3 n
Routing Patterns
/ change route-pattern 101 \
Pattern Nunber: 101
Grp. FRL NPA Pfx Hop Toll No. Del Inserted I XC
No. Mk Lmt List Digits Digits
1:14 0 3
use
2: user
3: user
4: user
5: user
K 6: user
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Node Names

Page 1
change node- nanmes audi x Page 1 of 1
AUDI X NODE NAMES
Audi x Names | P Address
intuityl 192.168. 200. 10
Page 2
/ change node- nanes ip Page 1 of\
5
| P NODE NAMES
Name | P Address Name | P Addr ess
1. ppp4l 192. 168. 200. 14 ir. .
2. pppl4 192.168.200.12_ 18. __ .
3. Cvs 192.168.201.10_ 19. __
4.router 192.168.200.1_  20. ___ .
5. Ethernetl 192.168. 200. 11 2.

‘I
N

\_

Data Modules

PPP data module

/add dat a- nodul e 4991 \
Page 1 of x

DATA MODULE
Dat a Extension: 4991 Name: _ppp on link 1 to switch 1 BCC. 2
Type: PPP cos: 1
Port: 01a0515 COR 1
Link: 1 ™ 1

Enabl e Link? n

Node Nane: ppp4l
Subnet Mask: 255.255.255.0

Establ i sh Connection: n

DESTI NATI ON
Digits: 7241994

Node Nane: pppl4__

K CHAP? n J
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Processor Channel Assignments

K change communi cations-interface processor-channel s

Page 1 of X\

PROCESSOR CHANNEL ASSI GNMVENT
Proc G wy Interface Desti nation Sessi on Mach
Chan Enable Appl. To Mde Link/Chan Node Port Local/Remote |ID
1: n audix s 1_5041  intuity o 4 4 1
10: n nmis s 15001  cns 0 [
1;1: n dcs c 1 0 pppl4 5003 14 14 1
15: n decs c 1 0 pppl4 5004 15 15 2_
K 16: n dcs c 1 0 pppl4 5005 16 16_ 3_ J
IP Routing
add i p-route next Page 1 of 1
I P ROUTI NG
Rout e Nunber: 1
Destination Node: audix
Gat eway: pppl4
C-LAN Board: 1a05
Metric: O
Hunt Group
Page 1
/add hunt - group 99 Page 1 of 10\
HUNT GROUP
G oup Number: 99 ACD? n
Group Nanme: Intuity 1 Queue? n
G oup Extension: 4111 Vector? n
Goup Type: ucd-ma Cover age Pat h:
TN 1 Ni ght Service Destination:
COrR 1 MM Early Answer? n
Security Code:

k | SDN Cal | er Displ ay: j

Page 2

add hunt-group 1 Page 2 of 10
HUNT GROUP

Message Center: rem audi x
AUDI X Extension: 1111

Calling Party Nunber to INTU TY AUDI X? n
LWC Reception: none
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SIP Trunks

The Session Initiated Protocol (SIP) is an endpoint-oriented messaging standard defined by the IETF. SIP
"trunking" enables the S8300, S8500, and S8700 Media Servers running Communication Manger 2.0 to
function as a POTS gateway and support name/number delivery between legacy endpoints and SIP-
enabled endpoints.

For more information on SIP administration and usage, see SIP Support in Avaya Communication
Manager 2.0, 555-245-206, and Converged Communications Server Installation and Administration,
555-245-705.

H.323 trunks

I P-connected trunks allow trunk groups to be defined as | SDN-PRI-equivalent tie lines between switches
over an | P network.

Trunks that use |P connectivity reduce costs and simplify management. Benefits include areduction in
long distance voice and fax expenses, facilitation of global communications, full-function networks with
data and voice convergence, and network optimization by using the existing network resources.

The TN2302AP enables H.323 trunk service using | P connectivity between an Avaya | P solution and
another H.323 v2-compliant endpoint. H.323 trunk groups can be configured as tie trunks supporting
ISDN trunk features such as DCS+ and QSIG, as generic tie-trunks permitting interconnection with other
vendors H.323 v2-compliant switches, or as direct-inward-dial (DID) type public trunks providing
access to the switch for unregistered users.

H.323 trunk pre-administration

92

This section describes the preliminary administration steps needed to set up H.323 trunks.

Pre-administration task summary

Before you can set up a H.323 trunk, perform the following tasks:

v Task

Verify customer options for H.323 trunking

Administer C-LAN and IP Media Processor circuit packs.

NOTE:
These circuit packs are not required if your system has built-in
Ethernet capabilities.

Administer QoS parameters by setting thresholds for network performance (see
Quality of Service and voice quality administration on page 135).
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v Task

Administer additional QoS parameters, including defining IP Network Regions
and specifying the codec type to be used (see Quality of Service and voice
quality administration on page 135).

Assign IP node names and | P addresses to each node in the network.

Define the IP interface for each C-LAN, MedPro, and |P Media Processor on
the switch.

Administer an Ethernet data module for the connection between the C-LAN
circuit pack and the LAN.

Optionally, implement Best Service Routing (BSR).

Verify customer options for H.323 trunking

Verify that H.323 trunking is set up correctly on the system-parameters customer-options screen. If any
changes need to be made to fields on this screen, call your Avaya representative for more information.

NOTE:

The System Parameters Customer Options screen is display only. Use the display system-
parameters customer-options command to review the screen. The License File controls
the system software release, the Offer Category, features, and capacities. Theinit login
does not have the ability to change the customer options, offer options, or special
applications screens.

1 Typedisplay system-parameters customer-options and go to the Optional Features screen.

/ Page 1 of X \

OPTI ONAL FEATURES

G3 Version: RFA System ID (SID):
Locati on: RFA Module ID (MD):
Pl atform

Used

Maxi mum Ports:

Maxi mum XMOBI LE St ati ons:

Maxi mum O f - PBX Tel ephones - EC500:
Maxi mum O f - PBX Tel ephones - OPS:
Maxi mum Of f - PBX Tel ephones - SCCAN:
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2 Verify that the following fields have been completed:

Field Conditions/Comments

G3 Version This value should reflect the current version of
Communication Manager.

Maximum Administered IP | Number of trunks purchased. Value must be gr eater
Trunks than 0.

Maximum Administered Number of remote office trunks purchased.
Remote Office Trunks

3 Gotothe pagethat displaysthel P t r unks and | SDN- PRI fields.

4  Veifythat| P Trunks and | SDN- PRI are enabled. If not, you need to obtain a new license
file.

Administer C-LAN and IP Media Processor
circuit packs

Follow these steps to administer the C-LAN and IP Media Processor circuit packs:
1 Typechange circuit-packs to open the Circuit Packs screen.

/ Page 2 of 5 \

Crcuit Packs

Cabinet 1 Carrier: B
Carrier Type: port
Sl ot Code SF Mode Nane Sl ot Code SF Mode Nane
00 TN799 C C LAN
01 TN2302 | P Media Processor
02
03
04

2  Toadminister aC-LAN circuit pack, complete the following fields:

Fields for CLAN Conditions/Comments
Code TN799DP
Name C-LAN displays automatically
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3 Toadminister an |P Media Processor, complete the following fields:

Fields for IP Media Processor Conditions/Comments

Code TN2302AP

Name I P Media Processor displays automatically

4 Submit the screen.

Administer QoS parameters

Four parameters on the Maintenance-related System Parameters screen determine threshold Quality of
Service (QoS) values for network performance. You can use the default values for these parameters, or
you can change them to fit the needs of your network. (See Setting network performance thresholds).

Administer additional QoS parameters

Administer additional QoS parameters, including defining IP Network Regions and specifying the codec
type to be used. See Chapter 3, “Network quality and management”.

Assign IP node names

Communication Manager uses node names to reference | P addresses throughout the system. Usethe IP
Node Names screen to assign node names and | P addresses to each node in the network that this switch
communicates with through I P connections. The Node Names screen must be administered on each node
in an IP network.

A node can be;
* C-LAN Ethernet or PPP port
¢ Bridge or router
¢ CMS Ethernet port
* INTUITY AUDIX

Enter the AUDIX name and |P address on the AUDIX node name form. Enter data for all other node
types on the P Node Names screen.

For H.323 connections, each MedPro Ethernet port (1P interface) on the local switch must also be
assigned a node name and | P address on the |P Node Names screen.

Assign the node names and | P addresses in the network in alogical and consistent manner from the point
of view of the whole network. Assign the names and addressesin the planning stages of the network and
should be available from the customer system administrator or from an Avaya representative.
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To assign Node Names, do the following:
1 Typechange node-namesip to open the IP Node Names Screen.

//,ﬁhange node- nanes ip Page 2 of 6ﬁ\\\

| P NODE NAMES

Name | P Address Name | P Address

clan-al 192.168.10.31 e
cl an-a2 192.168.20.31 e
def aul t o .o .o .o e
medpr o- al 192.168.10.81 _ e
medpr o- a2 192.168.10.B1 e
medpr o- a3 192.168.10.82 __ e
nmedpr o- bl 192.168.10.83 e

\_ - J

2 Moveto thefields below and complete them as follows:

Field Conditions/Comments

Name Enter unique node namesfor;

¢ Each C-LAN Ethernet port on the network
* Each IP Media Processor

¢ Each Remote Office

¢ Other IP gateways, hops, etc.

The default node name and I P address is used to set up a default
gateway, if desired. Thisentry isautomatically present on the Node
Names screen and cannot be removed.

When the Node Names screen is saved, the system automatically
al phabeti zes the entries by node name.

IP Address | Enter aunique |P addresses for each node name.

3 Submit the screen.

Define IP interfaces

The IP interface for each C-LAN and Media Processor circuit pack on the switch must be defined on the
IP Interfaces screen. Each switch in an IP network has one | P Interfaces screen.

To define I P Interfaces, do the following:
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1 Typeadd ip-interface <CCccss> or procr to open the | P Interfaces screen.

ﬂdd ip-interface

Type:

Sl ot :

Code/ Suf fi x:

Node Nane:

| P Address:

Subnet Mask:

Gat eway Address:
Enabl e Et hernet Port?

VLAN:

N

Net wor k Regi on:

Number of CLAN Sockets Before Warning: 400

Page 1of 1 SPE h

I P | NTERFACES

1a03

2  Complete the following fields as shown:

Field Conditions/Comments

Type Enter C-LAN or MEDPRO.

Slot Enter the slot location for the circuit pack.

Code/Suffix Display only. Thisfield is automatically populated with TN799DP for C-
LAN or TN2302AP for IP Media Processor and the suffix letter(s).

Node name Enter the node name for the | P interface. This node name must already be
administered on the IP Node Names screen.

IP Address

Subnet Mask Enter the subnet mask associated with the | P address for this | P interface.
The |P address is associated with the node name on the Node Names
screen.

Gateway Addr Enter the address of anetwork node that serves asthe default gateway for
the IP interface.

Enable Ethernet Port?

Network Region Enter the region number for the IP interface.
Enter avalue between

e 1-80 (s only)
e 1-250 (S8300, S8500, or S8700)

VLAN Enter the 802.1Q virtual LAN value (0 - 4094) or n (no VLAN). This
VLAN field interfaces with the TN799 (C-LAN) or TN802B Media
Processor circuit packs; it does not send any instructionsto |P endpoints.

Number of CLAN Always leave the default (400) unlessinstructed to enter adifferent value

Sockets Before Warning | by Avaya Services.

3 Submit the screen.
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Assign link through Ethernet data module

This section tells you how to administer an Ethernet data module for the connection between the C-LAN
circuit pack’s Ethernet port (port 17) and the LAN. The data module associates a link number and
extension number with the C-LAN Ethernet port location. This association is used by the processor to set
up and maintain signaling connections for multimedia call handling.

The C-LAN Ethernet port isindirectly associated with the C-LAN |P address through the slot location
(which is part of the port location) on the IP Interfaces screen and the node name, which ison both the IP
Interfaces and Node Names screens.

To assign alink through an Ethernet data module;

1 Typeadd data-module <next> to open the Data Module screen.

add dat a- npdul e next Page 1 of 2
DATA MODULE
Dat a Ext ensi on: Narme:
Type: Ethernet
Port:
Li nk:

2  Complete the following fields as shown:

Field Conditions/Comments

Data Extension Populated automatically with the“next” qualifier or type
the extension number.

Type Enter Ethernet. Thisindicates the data-module type for
thislink.

Port Ethernet connections must be assigned to port 17 on the
C-LAN circuit pack.

Link Enter the link number, alink not previoudly assigned on
this switch.

Name Display only. The name appearsin lists generated by the
“list data module” command.

Network uses 1'sfor Enter y if the private network contains only Avaya

broadcast addresses switches and adjuncts.

Enter n if the network includes non-Avaya switches that
use the 0's method of forming broadcast addresses.

3 Submit the screen.
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Best Service Routing (optional)

Use H.323 trunks to implement Best Service Routing (BSR). You can use H.323 trunksfor polling, or for
both polling and interflow. Because polling requires only asmall amount of data exchange, the additional
network traffic isinsignificant. However, interflow requires a significant amount of bandwidth to carry
the voice data. Depending on the other uses of the LAN/WAN and its overall utilization rate, voice
quality could be degraded to unacceptable levels.

Avayarecommends that if H.323 trunks are used for BSR interflow, the traffic should be routed to alow-
occupancy or unshared LAN/WAN segment. Alternatively, you might want to route internal interflow
traffic, which may have lower quality-of-service requirements, over H.323 trunks, and route customer
interflow traffic over circuit-switched tie trunks.

H.323 trunk administration

After you have finished the pre-administration tasks, you need to perform the following administration to
set up H.323 trunks:

* Create asignaling group for the H.323 trunks that connect this switch to a far-end switch.
* Create anew trunk group for H.323 trunks.

* Madify the signaling group by entering the H.323 trunk group number inthe Tr unk Gr oup
for the Channel Sel ecti on field of the Signaling Group screen.

This section describes the tasks that you need to complete to administer an H.323 trunk. Sample values
are used to popul ate the fields to show the relationships between the screens and fields.

Create a signaling group

Create asignaling group that is associated with H.323 trunks that connect this switch to afar-end switch.
One or more unigue signaling groups must be established for each far-end node that this switch is
connected to through H.323 trunks.

NOTE:

The following steps address only those fields that are specifically related to H.323 trunks.
The other fields are described in the Administrator’s Guide for Avaya Communication
Manager.
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To create a signaling group, do the following:
1 Typeadd signaling-group <number> to open the Signaling Group screen.

Group Nunber:

\_

/add signaling-group 1 Page 1 ofs\

Trunk Group for Channel Selection: 75

Suppl enentary Service Protocol: a Network Call Transfer? n
Near - end Node Nane: clan-al Far-end Node Nane: clan-bl
Near - end Listen Port: 1720 Far-end Listen Port: 1720

LRQ Required? n Calls Share |IP Signaling Connection?
RRQ Requi red? n

SI GNALI NG GROUP

Group Type: h.323
Renmote O fice?
Max Nunmber of NCA TSC. 0
Max nunber of CA TSC. 0
Trunk Group for NCA TSC:

Far - end Networ k Regi on:

(b=}

Bypass If | P Threshol d Exceeded?
Direct |P-1P Audio Connections?
I P Audi o Hai r pi nni ng?

I nt er net wor ki ng Message: PROG es

n
n
n
s

2  Complete the following fields as shown:

Table 11: Signaling Group screen options 1 of 2

Channel Selection

Field Conditions/Comments
Group Type Enter h.323
Trunk Group for Leave blank until you create atrunk group in the following

task, then use the change command and enter the trunk group
number in thisfield.

Near-end Node Name

Enter the node name for the C-LAN IP interface on this
switch. The node name must be administered on the Node
Names screen and the I P Interfaces screen.

Far-end Node Name

Thisisthe node name for the far-end C-LAN IP Interface
used for trunks assigned to this signaling group. The node
name must be administered on the Node Names screen on
this switch.

Leave blank when the signaling group is associated with an
unspecified destination.

Near-end Listen Port

Enter an unused port number from the range 1719, 1720 or
5000-9999. Avaya recommends 1720.

If the LRQ field isy, enter 1719.

1of 2
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Table 11: Signaling Group screen options 2 of 2

Field Conditions/Comments

Far-end Listen Port Enter the same number asthe oneinthe Near - end

Li sten Port field. This number must match the number
entered inthe Near - end Li sten Port field onthe
signaling group screen for the far-end switch.

Leave blank when the signaling group is associated with an
unspecified destination.

Far-end Network I dentify network assigned to the far end of the trunk group.
Region Theregion is used to obtain the codec set used for
negotiation of trunk bearer capability. If specified, this
region is used instead of the default region (obtained from
the C-LAN used by the signaling group) for selection of a
codec.

Enter avalue between 1-44. Leave blank to select the region
of the near-end node (C-LAN).

LRQ Required Enter n when the far-end switch is an Avaya product.

Enter y when the far-end switch requires a location request
to obtain asignaling address in its signaling protocol.

Calls Share P Enter y for connections between Avaya equipment.

Signaling Connection Enter n when the local and/or remote switch is not Avaya's.

RRQ Required Enter y when a vendor registration request is required.

Bypassif IP Threshold | Entery to automatically remove from service trunks
Exceeded assigned to this signaling group when | P transport
performance falls below limits administered on the
M aintenance-Related System Parameters screen.

20f 2
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3 If using DCS, go to the Administered NCA TSC Assignment page of this screen.

/

5
ADM NI STERED NCA TSC ASSI GNVENT
Servi ce/ Feat ure:
(mn): _ TSC
I ndex Ext .

Enabl ed Established Dest. Digits

As-needed | nactivity Time-out

Page 2 0{\\\

Mach

lw)

Appl .

OCO~NOUITDhWNPRE

4 Enter NCA TSC information on this screen.
5  Submit the screen.

Create a trunk group

Thistask creates a new trunk group for H.323 trunks. Each H.323 trunk must be a member of an ISDN

trunk group and must be associated with an H.323 signaling group.

NOTE:

102

The following steps address only those fields that are specifically related to H.323 trunks.
The other fields are described in the Administrator’s Guide for Avaya Communication
Manager.
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To create a trunk group, do the following:

1 Typeadd trunk-group next to open the Trunk Group screen.

ﬁdd trunk- group next

Group Number: 3__
G oup Nanme: TG 3 for H
Di rection: two-way

Di al Access? y

Queue Length: 0O
Service Type: tie

Test Call BCC. 0
TRUNK PARANMETERS
Codeset to Send Di s

Answer

Max Message Si ze to Send: 260

Suppl ementary Service Protocol: a Digit Handling (in/out): enbloc/enbloc
Trunk Hunt: cyclical @S| G Val ue- Added Lucent? n
Digital Loss G oup: 13
Cal | i ng Nunber - Delete: Insert: Nurbering Format:
Bit Rate: 1200 Synchroni zati on: async Dupl ex: full
Di sconnect Supervision - In? y Qut? n

Supervi si on Ti meout :

Page 1 ofx

TRUNK GROUP

Group Type: isdn CDR Reports: y

323 trunks COR 1 TN 1 TAC. 103
Qut goi ng Display? n Carrier Medium |P
Busy Threshol d: 99 Ni ght Service: ___

Aut h Code? n Test Call ITC unre

Far End Test Line No:
1TC? __

play: O Codeset to Send National |Es: 6

Char ge Advi ce: none

0

/

2  Complete the following fields as shown:

Field Conditions/Comments

Group Type Enter isdn

Carrier Medium Enter ip

Service Type Enter tie

TestCal ITC Enter unre (unrestricted).

TestCall BCC Enter O

Codeset to Send Display Enter O

Outgoing Display This field may need to be changed if thefar-end is
not Avaya's.
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3 If using DCS, go to the Trunk Features page of this screen.

/add trunk- group next Page 2 of \

10
TRUNK FEATURES
ACA Assi gnnent? n Measured: none W deband Support? n
Data Restriction? n Mai nt enance Tests? y
Send Nane: n NCA- TSC Trunk Menber:
Send Cal | i ng Nunber:
n
Used for DCS? y PBX | Dt
Suppress # Qut pul sing? n DCS Si gnal i ng: d-chan
Qut goi ng Channel | D Encodi ng: excl usive UUl | E Treatnent: service-provider
Repl ace Restricted Nunbers? n
Repl ace Unavail abl e Nunbers? n
Send Connected Nunber: n
Send UU | E?
Send UCI D? n DS1 Echo Cancel | ation?
K Send Codeset 6/7 LAl IE? y USNI Del ayed Cal l'i ng Nane Update?J

4 Complete the following fields as shown:

Field Conditions/Comments

Used for DCS Entery.

PBX ID Enter the switch ID.

DCS Signaling Enter d-chan.

Send Name These fields may need to be changed if the far-end is
Send Calling Number not Avaya's.

Send Connected Number

5  Toadd asecond signaling group, go to the Group Member Assignments page of this screen.

Cdd trunk-group next Page 4 of 10 \
TRUNK GROUP
Admi ni stered Menmbers (m n/mex): 0/0
GROUP MEMBER ASSI GNMVENTS Total Admi nistered Menbers: 0
Por t Code Sfx Nane Ni ght Sig Gp

1. ip H 323 Tr 1 3

2: ip H. 323 Tr 2 3

3 ip H. 323 Tr 3 3

4:
\ Y,

NOTE:

Each signaling group can support up to 31 trunks. If you need more than 31 trunks
between the same two switches, add a second signaling group with different listen ports
and add a second trunk group.
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6  Enter group numbers using the following fields:

Field Conditions/Comments

Port Enter ip. When the screen is submitted, this value is automatically
changed to a“T” number (TXXXxX).

Name Enter a 10-character name to identify the trunk.

Sig Grp Enter the number of the signaling group that you set up for H.323 trunks.

Modify the signaling group

Modify the signaling group screen to add atrunk group number tothe Tr unk Group for Channel

Sel ect i on field.

To modify asignaling group:
1 Typebusy signaling-group <number> to busy-out the signaling group.
2  Typechange signaling-group <number> to open the Signaling Group screen.

/ Page 1 of R

SI GNALI NG GROUP

G oup Number __ Group Type: h.323
Renmote O fice?
Max Nunmber of NCA TSC. 0
Max nunber of CA TSC:. 0
Trunk Group for NCA TSC

Trunk Group for Channel Selection: 75

RRQ Required? n
Bypass |f | P Threshol d Exceeded?
Direct |IP-1P Audio Connections?
| P Audi 0 Hai r pi nni ng?
K I nt er net wor ki ng Message: PROG es

Suppl enentary Service Protocol: a Network Call Transfer? n
Near - end Node Nane: clan-al Far-end Node Nane: clan-bl
Near-end Listen Port: 1720 Far-end Listen Port: 1720
Far-end Network Region:
LRQ Required? n Calls Share | P Signaling Connection? n

n
n
n
s

3 Completethe following field:

Field Conditions/Comments

Trunk Group | Enter the trunk group number. If there is more than one
for Channel trunk group assigned to this signaling group, the group
Selection entered in thisfield is the group that acceptsincoming calls.

4 Submit the screen.
5 Typerdease signaling-group <number> to release the signaling group.

Administration for Network Connectivity
November 2003

105



2 Administering converged networks
IP SoftPhones

IP SoftPhones

I P SoftPhones operate on a PC equipped with Microsoft Windows and with TCP/IP connectivity through
Communication Manager. Avaya offers three different SoftPhone applications:

¢ |P SoftPhone for any phone user
* |PAgent for cal center agents
¢ Softconsole for attendants

I P SoftPhones can be configured to operate in any of the following modes:

* Road-warrior consists of a PC running the Avaya | P SoftPhone application and AvayaiClarity |P
Audio, with asingle | P connection to an Avaya server or gateway.

* Telecommuter consists of aPC running the Avaya | P SoftPhone application with an | P connection
to the server, and a standard telephone with a separate PSTN connection to the server.

* The Native H.323 mode is a PC-based single phone with limited features. AvayaiClarity IP
Audio is not supported with in Native H.323 mode.

Documentation on how to set up and use the | P SoftPhonesisincluded on the CD-ROM containing the IP
SoftPhone software. Procedures for administering the Communication Manager to support | P SoftPhones
are given in Administrator’s Guide for Avaya Communication Manager.

IP SoftPhone administration

106

This book focuses on administration for the trunk side of the Avaya | P Solutions offer, plus a brief
checklist of 1P SoftPhone administration. Comprehensive information on the administration of 1P
SoftPhones is covered in Administrator’s Guide for Avaya Communication Manager.

There are two main types of |P SoftPhone configurations: the Telecommuter and the Road-warrior.

Communication Manager can distinguish between various | P stations at RAS using the product ID and
release number sent during registration. An IP phone with an Avaya manufacturer 1D can register if the
number of stations with the same product ID and the same or lower release number is less than the
administered system capacity limits. System limits are based on the number of simultaneous
registrations.

Administering a Telecommuter phone

The Telecommuter uses two connections. one to the PC over the IP network and another connection to
the telephone over the PSTN. The user places and receives calls with the | P SoftPhone interface running
on a PC and uses the telephone handset to speak and listen.

NOTE:

The System Parameters Customer Options screen is display only. Use the display system-
parameters customer-options command to review the screen. The License File controls
the system software release, the Offer Category, features, and capacities. Theinit login
does not have the ability to change the customer options, offer options, or special
applications screens.
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1 Verify that IP SoftPhone is enabled.

Type display system-parameter s customer-options and press Enter to open the System-
Parameters Customer Options screen.

Review the following fields on the screen:

Field Value

Maximum Concurrently | Identifies the maximum number of |P stations that
Registered IP Stations are smultaneously registered, not the maximum
number that are simultaneously administered.

This value must be greater than 0.

Maximum Concurrently | Specifies the maximum number of |P stations that
Registered | P Stations are simulated registered, not the maximum number
that are simultaneously administered.

This value must be greater than 0.

IP Stations Thisvalue should bey.

Product ID Thisisa10-character field that allows any
character string. For new installations, IP Soft, IP
Phone, IP Agent and |P ROMax, the product 1Ds
automatically appear

Rel. (Release) I dentifies the rel ease number.

Limit Thisfield defaults to the maximum allowed value,
based onthe Concurrent |y Regi stered
Renmote Office Stati ons fieldonpagel of
the System Parameters Customer Options screen.

2  Goto the Station screen and complete the fields listed in the table below to add a DCP station (or
change an existing DCP station):

Field Value
Type Enter the phone model, such as 6408D.
Port Enter x if virtual, or the port number of an existing phone.

Security Code Enter the user’s password.

I P SoftPhone Entery.

3 Gotopage2; Service Link Mode: as-needed
4 Install the IP SoftPhone software on the user’s PC.
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Administering a Road-warrior phone

The road-warrior uses two separate software applications running on a PC that is connected over an IP
network. The single network connection carries two channels: one for call control signaling and one for
voice. | P SoftPhone software handles the call signaling. With |P SoftPhone R2 or greater, iClarity is

automatically installed to handle voice communications.

NOTE:

The System Parameters Customer Options screen is display only. Use the display system-
parameters customer-options command to review the screen. The License File controls
the system software release, the Offer Category, features, and capacities. Theinit login
does not have the ability to change the customer options, offer options, or special

applications screens.

1 Veify that IP SoftPhone is enabled.

Type display system-par ameter s customer-options.

Go to the appropriate pages on the System-Parameters Customer Options screen to review the

following fields:

Field Value

Maximum Specifies the maximum number of IP stations that are
Concurrently simultaneoudly registered, not the maximum number
Registered IP that are simultaneously administered.

Stations This value must be greater than O.

IP Stations Must bey.

Product ID Thisisa10-character field that allows any character

string. For new installations, |P Soft, P Phone, IP
Agent and IP ROMax product |Ds automatically

display.
Rel. (Release) I dentifies the rel ease number
Limit Defaultsto 1 for every product except the Avaya R300.

Regi stered Renpte O fi

screen.

For the Avaya R300, thisfield defaults to the maximum
allowed value, based onthe Concurrent |y

on page 1 of the System Parameters Customer Options

ce Stations fied

2  Goto the Station screen and complete the fields listed in the table below to add an H.323 station:

Field Value
Type Enter H.323.
Port Enter x.
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3 Goto the Station screen and complete the fields listed in the table below to add a DCP station (or
change an existing DCP station):

Field Value

Type Enter the phone model you wish to use, such as 6408D.

Port Enter x if virtual, or the port number of an existing
phone.

Security Code Enter the user’ s password.

| P SoftPhone Entery.

4 Goto page 2; Service Link Mode: as-needed Install the |P SoftPhone software on the user’s PC
(iClarity automatically installed with the | P SoftPhone R2 or greater).

5  For pre-R2 IP SoftPhones, an H.323 V 2-compliant audio application (such as Microsoft
NetMeeting) must be installed.

Installing and administering Avaya IP telephones

The Avayaline of digital business phones uses Internet Protocol (IP) technology with Ethernet line
interfaces and has downl oadable firmware.

I P Telephones provide support for dynamic host configuration protocol (DHCP) and trivial file transfer
protocol (TFTP) over IPv4/UDP, which enhance the administration and servicing of the phones.

46xx IP phone series

The 46xx | P Telephone product line possesses a number of shared model features and capabilities. All
models also feature

¢ Downloadable firmware
¢ Automatic I P address resolution through DHCP
* Manual IP address programming.

Some features and capabilities are distinctive to each of the IP Telephone models as Table 12, Avaya
46xx | P phone series, on page 109 shows.

Table 12: Avaya 46xx IP phone series 1 of 2

Telephone Description
4602 | P telephone The 4602 has 2 call appearance buttons, a drop button and a voice mail
retrieval button that provides automatic access to voice mail.
lof 2
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Table 12: Avaya 46xx IP phone series 2 of 2

Telephone Description

4606 | P telephone The 4606 has 6line appearance/feature button assignments, a full-
duplex speakerphone, an infrared Ethernet interface, and an Ethernet
repeater. The 4606 does not support softkey button assignments.

4612 | P telephone The 4612 has 12 line appearance/feature button assignments, a full-
duplex speakerphone, an infrared Ethernet interface, and an Ethernet
repeater. The 30A Ethernet switch isavailable as an optional stand. The
4612 supports 12 softkey button assignments.

4620 | P screenphone The 4620 | P Screenphone has a large gray-scal e screen with six buttons
on either side for feature access, afull-duplex speakerphone, aninfrared
Ethernet interface, and an Ethernet switch. It has optional feature
expansion module and downloadable call appearance/ feature button
information. The 4620 I P phone does not need paper labels, as the
button information appears on a screen on the phone.

4624 | P telephone The 4624 has 24 line appearance/feature button assignments, a full-
duplex speakerphone, an infrared Ethernet interface, and an Ethernet
repeater. The 30A Ethernet switch isavailable as an optional stand. The
4624 also supports twelve softkey button assignments.

4630 | P screenphone The 4630 IP Screenphoneis referred to as an | P appliance, an endpoint
that uses the capabilities of Internet Protocol to provide much more
functionality than abasic telephone. The 4630 uses a 1/4 VGA color,
touch-sensitive screen for web-enabled applications, aswell asthe full
suite of Avaya's telephony features, LDAP directory, and
www.messenger voice mail features. The 4630 IP Screenphone has an
Ethernet repeater, and the 30A Ethernet switch is available as an
optional stand.

20f 2

Avaya Softconsole IP Attendant

The Avaya Softconsole is a Windows-based application that can replace the physical 302-series console.
Attendants use a PC interface to answer and route calls through IP. The Avaya Softconsol e supportsan |P
mode. In this mode, it works with atraditional DCP telephone connected through serial port to an
external adapter. In thismode, it can function in either atelecommuter or road warrior configuration.

Installing IP telephones

110

Communication Manager requiresthat | P telephones still running R1.1 or earlier software be upgraded to
R1.51 or newer software. The earlier software used adual connection architecture that is no longer
supported.

Audio capability for the IP Telephones requires the TN2302AP |P Media Processor circuit pack, which
also provides hairpinning and I1P-1P direct connections. This conserves TDM and timesl ot resources and
improves voice quality.
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The 46xx | P Telephone also requires a TN799DP Control-LAN (C-LAN) circuit pack for the signaling
capability on the CSl, Sl, and R platforms. You do not need a C-LAN circuit pack to connect an IP
Telephone if your system has built-in Ethernet capability (for example Avaya S8300 Media Server or
Avaya S8700 Media Server).

Toinstall an IP Telephone:

Install Circuit Packs

1 Determinethe carrier/slot assignments of the circuit packs to be added.

2 Insert thecircuit pack into the slot specified in step 1. You do not have to power down the cabinet
toinstall the circuit packs.

Software requirements

46xx | P Telephones are shipped from the factory with operational firmware installed. Some system-
specific software applications are downloaded from a TFTP server through automatic power-up or reset.
The 46xx | P Telephones search and download new firmware from the TFTP server before attempting to
register with the Communication Manager.

The software treats the 46xx | P Telephones as any new station type to include the capability to list station,

display station, change station, duplicate station, alias station, and remove station.
Administering Avaya IP telephones

IP Telephones R1.5 or greater use a single connection, and you only need to administer the station type.

To add an IP telephone:
1 Typeadd station next to go to the Station screen.

add station next Page 1 of 5
STATI ON

Ext ensi on: Lock Messages? n BCC. 0

Type: 4624 Security Code: ™ 1

Port: x Coverage Path 1: COR 1

Name: Coverage Path 2: ccs: 1

Hunt-to Station:

STATI ON OPTI ONS

Loss G oup: 2 Personal i zed Ringing Pattern: 1
Dat a Modul e? Message Lanp Ext:
Speaker phone: 2-way Mite Button Enabled? y

Di spl ay Language: english

Medi a Conpl ex Ext:
| P Sof t Phone? y
Renpte Of fice Phone?
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2  Complete the fields as shown in the following table:

Field Value

Extension Enter the |P Telephone 46 model number such as 4624.
Type

Port Enter x.

NOTE:
A 46xx |P Telephone is always administered as an X port, and then onceit is successfully
registered by the system, avirtua port number is assigned.

3 For dual-connection architecture IP Telephones (R1.0), complete the fields as shown in the
following table:

Field Value
Media Complex Ext Enter the H.323 administered extension.
Port Enter x.

4 Submit the screen.

Hairpinning and shuffling audio connections

Avaya Communication Manager can shuffle or hairpin call path connections between two IP endpoints
by rerouting the voice channel away from the usual TDM bus connection and creating a direct |P-to-1P
connection. Shuffling and Hairpinning are similar because they preserve connection and conversion
resources that might not be needed, depending on the compatibility of the endpointsthat are attempting to
interconnect.

Shuffling and Hairpinning techniques differ in the way that they bypass the unnecessary call-path
resources (compare either Figure 7, Shuffled audio connection between | P endpoints in the same network
region, on page 114 or Figure 8, Shuffled audio connection between IP endpoints in different network
regions, on page 115 with Figure 9, Hairpinned audio connection between 2 IP endpointsin the same

network region, on page 118).

Shuffled or hairpinned connections:
* Conserve channels on the TN2302AP | P Media Processor.
* Bypassthe TDM bus, conserving timeslots.
* Improve voice quality by bypassing the codec on the TN2302AP IP Media Processor circuit pack.
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Because shuffling frees up more resources on the TN2302AP |P Media Processor circuit pack than
hairpinning does, Communication Manager first checks both endpoints to determine whether the
Shuffling criteriaon page 113 are met. If the shuffling criteria are not met, Communication Manager
routes the call according to the Hairpinning criteria on page 116, if hairpinning is enabled. If hairpinning
is not enabled, Communication Manager routes the call to the TDM bus. Both endpoints must connect
through the same TN2302AP IP Media Processor for Communication Manager to shuffle or hairpin the
audio connection.

NOTE:
See Appendix B, “ Feature interactions and considerations’ for feature interaction
information and other considerations for using shuffling and hairpinning.

Hardware requirements

The TN2302AP IP Media Processor circuit pack isrequired for shuffling or hairpinning audio
connection.

The specific endpoint types that you can administer for hairpinning or shuffling are:
e All AvayalP stations
¢ Other vendors' H.323-compatible stations

Shuffled audio connections

Shuffling an audio connection between two |P endpoints means rerouting voice channel away from the
usual TDM bus connection and creating a direct 1P-to-1P connection. Shuffling saves such resources as
TN2302AP channels and TDM bus time slots and improves voice quality because the shuffled
connection bypasses the TN2302AP's codec. Both endpoints must be capable of shuffling (support H.245
protocol) before Communication Manager can shuffle acall.

Shuffling criteria

Communication Manager uses the following criteriato determine whether a shuffled audio connection is
possible:

1 A point-to-point voice connection exists between two endpoints.

2 Noother active call (in-use or held) that requires TDM connectivity (for example, applying tones,
announcement, conferencing, and others), exists on either endpoint, and

3 Theendpoints arein the same network region or in different, interconnected regions, and

4 Both endpoints or connection segments are administered for shuffling by setting the Di r ect
| P-1 P Audi o Connecti ons field on the Station form, page 2 on page 126 or the Signaling

group form on page 125) toy.

NOTE:

IftheDirect |IP-1P Audi o Connecti ons fieldisy (yes), but during registration
the endpoint indicates that it does not support audio shuffling, then call cannot be
shuffled.

IftheDirect |1 P-1P Audi o Connecti ons fieldisn (no), but during registration
the endpoint indicates that it can support audio shuffling, then calls to that endpoint
cannot be shuffled, giving precedence to the endpoint administration.
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114

Therulesfor Inter-network region connection management on page 122 are met, and

Thereis at least one common codec between the endpoints involved and the Inter-network region
Connection Management codec list, and

The endpoints have at |east one codec in common as shown in their current codec negotiations

between the endpoint and the switch.

Both endpoints can connect through the same TN2302AP |P Media Processor circuit pack.

Shuffling examples

Shuffling within the same network region

Figure 7, Shuffled audio connection between I P endpoints in the same network region, on page 114 and

Figure 8, Shuffled audio connection between IP endpoints in different network regions, on page 115

provide examples of shuffled audio connections.

Figure 7: Shuffled audio connection between IP endpoints in the same network region

©
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Figure notes
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TN2302AP IP Media
Processor circuit pack

TN2302AP IP Media
Processor circuit pack
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4 TN799 Control LAN (C-LAN) circuit
pack

5 LAN/WAN segment administered in
Communication Manager as network
region 1.

Figure 7, Shuffled audio connection between IP endpoints in the same network region, on page 114 isa

schematic of a shuffled connection between two | P endpoints within the same network region. After the
call is shuffled, the IP Media Processors are out of the audio connection, and those channels are free to
serve other media connections.
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Shuffling between different network regions

Figure 8: Shuffled audio connection between IP endpoints in different network regions
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Figure 8, Shuffled audio connection between I P endpoints in different network regions, on page 115 isa
schematic of a shuffled audio connection between two IP endpoints that are in different network regions
that are interconnected and the inter-network region connection management rules are met. After the call
is shuffled, both Media Processors are bypassed, making those resources available to serve other media

connections. The voice packets from I P endpoints flow directly between LAN routers.

Administration for Network Connectivity 115
November 2003



2 Administering converged networks
Hairpinning and shuffling audio connections

How can | tell whether an endpoint supports
shuffling?

Placing atest call from an endpoint that is capable of shuffling to another endpoint whose shuffling
capability is unknown can help you to determine whether an endpoint supports audio shuffling or not.
Use the following procedure to place the test call:

1 Administerthe Direct |P-1P Audi o Connections fieldonpage?2asy (yes) on both
endpoint’s station form (change station <extension>).

2 From the endpoint that can support shuffling, place acall to the endpoint that you are testing.
Wait 2 minutes.

3  Atthe SAT type status station <extension> (administered extension of the endpoint that you are
testing) and press Enter to display the station form for this extension.

4  NotethePort field valueinthe GENERAL STATUS section of page 1.
5  Scroll to page 3.

Inthe AUDIO CHANNEL section note the value of the Audi o field under the Swi t ch Port
column.

¢ If the values are the same, the endpoint is capable of shuffling. Administer the Di r ect
| P-1 P Audi o Connecti ons field (change station <extension>, page 2) asy (yes).

e If thevaluesare different, then the endpoint cannot shuffle calls. Administer the Di r ect
| P-1 P Audi o Connecti ons field (change station <extension>, page 2) asn (no).

Administrable loss plan

To prevent audio levels from changing when a 2-party call changes from the TDM bus to a shuffled or
hairpinned connection, two party connections between | P endpoints are not subject to the switch’'s
administrable loss plan. Although IP endpoints can be assigned to administrable loss groups, the switchis
only able to change loss on | P Softphone calls including circuit-switched endpoints. Conference calls of
three parties or more are subject to the administrable loss plan, whether those calls involve I P endpoints
or not.

Hairpinned audio connections

116

Hairpinning means rerouting the voice channel connecting two |P endpoints so that the voice channel
goes through the TN2302AP I P Media Processor circuit pack in IP format instead of through the TDM
bus. Communication Manager provides only shallow hairpinning, meaning that only the IP and Real
Time Protocol (RTP) packet headers are changed as the voice packets go through the TN2302AP circuit
pack. This requires that both endpoints use the same codec (coder/decoder), acircuit that takes a varying-
voltage analog signal through adigital conversion algorithm toitsdigital equivalent or vice-versa(digital
to analog). Throughout this section, when the word “hairpin” is used, it means shallow hairpinning.

Hairpinning criteria

Communication Manager uses the following criteria to determine whether to hairpin the connection:
1 A point-to-point voice connection exists between two endpoints, and
2  Theendpoints arein the same network region or in different, interconnected regions, and
3 A single TN2302AP IP Media Processor circuit pack serves both endpoints, and
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4 The endpoints use a single, common codec, and

5  Theendpoints are administered for hairpinning: theDi r ect | P-1 P Audi o Connecti ons
field on the Station form, page 2 on page 126 or the Signaling group form on page 125) isy.

NOTE:
Ifthel P Audi o Hai r pi nni ng fieldisy (yes), but during registration the endpoint
indicates that it does not hairpinning, then call cannot be hairpinned.

If thel P Audi o Hai r pi nni ng field isn (no), but during registration the endpoint
indicates that it can support hairpinning, then calls to that endpoint cannot be hairpinned,
giving precedence to the endpoint administration.

6  The Shuffling criteria on page 113 are not met.
7 Both endpoints can connect through the same TN2302AP IP Media Processor circuit pack.

Hairpinned call setup

Hairpinned audio connections:
*  Set up within approximately 50 ms

* Preserve the Real-Time Protocol (RTP) header (for example the timestamp and packet sequence
number).

¢ Do not require volume adjustments on Avaya endpoints, however non-Avaya endpoints might
reguire volume adjustment after the hairpinned connection is established.

Figure 9, Hairpinned audio connection between 2 IP endpoints in the same network region, on page 118
is a schematic of a hairpinned audio connection between two I P endpoints in the same network region.
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Figure 9: Hairpinned audio connection between 2 IP endpoints in the same network

region
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Figure 9, Hairpinned audio connection between 2 | P endpoints in the same network region, on page 118
shows that hairpinned calls bypass the TN2302AP's codec, thus freeing those resources for other calls.
The necessary analog/digital conversions occur in the common codec in each endpoint.

Hairpinned call redirection

Whenever athird party is conferenced into a hairpinned call or atone or announcement must be inserted
into the connection, the hairpinned connection is broken and the call is re-routed over the TDM bus.
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How can I tell if a call is hairpinned?

Whenever a TN2302AP IP Media Processor circuit pack is hairpinning any calls, itsyellow LED ison
steady. Although there is no simple way to identify all of the extension numbers that are hairpinning
through a particular TN2302AP circuit pack, you can determine which TN2302AP circuit pack a
particular extension is using for hairpinning:

1 Atthe SAT type status station <extension> and press Enter to display the Station form for that
extension.

2  Scroll to page 3 of the report.

3 Inthe AUDIO CHANNEL section, check whether thereis avaluein the Audi o field under the
Swi tch Port column. If thereisno port listed, then the call is hairpinned.

Administration interdependencies

Table 13, Hairpinning and shuffling administration, on page 120 summarizes the Communication
Manager interdependencies that enable hairpinning and shuffling audio connections.

NOTE:
In order to use hairpinning or shuffling with either Category A or B features, the G3
Ver si on field (list configuration software-ver sions) must be R9 or greater.
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Table 13: Hairpinning and shuffling administration

Form

Station

Signaling group

Parameters

Inter network region

Feature-Related System

Required
customer
options

|P Stations
Remote Office

H.323 Trunks

H.323 Trunks
IP Stations
Remote Office

H.323 Trunks
IP Stations
Remote Office

Other interactions

Hairpinning is not available
if Servi ce Li nk Mode
field on station form is
permanent.

Shuffling is available only
for these endpoints':

* Avaya Remote Office

* AvayalPtelephone
R2

¢ TN2302APIP Media
Processor acting as a
trunk

* AvayalP Softphone
(R3)

User login must have
features permissions.

* Thefieldslisted in thiscolumn must be enabled through the License File. To determine whether
these customer options are enabled, use the display system-par ameter s customer -options
command. If any of thefields listed in this column are not enabled, then either the fields for
hairpinning and shuffling are not displayed or, in the case of the Inter Network Region
Connection Management form, the second page (the actual region-to-region connection

administration) does not display.

T Although other vendors' fully H.323v2-compliant products should have shuffling capability,
you should test that before administering such endpoints for hairpinning or shuffling. See the
section titled How can | tell whether an endpoint supports shuffling? on page 116.

120
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Administering hairpinning and shuffling

Choose how to administer

You can administer shuffled and hairpinned connections independently for system-wide applicability,
within a network region, or at the user level. Table 14, Hairpinning and shuffling administration, on page
121 lists the forms and provideslinksto all three levels:

Table 14: Hairpinning and shuffling administration

Communication

Level Manager form Link to procedure

System Feature-Related Administering system parameters on page 121
System Parameters

Network region | Network Region Administering network regions on page 122

User

IP Trunks Signaling Group Administering trunks on page 125

IP endpoints Station Administering | P endpoints on page 126

Administering system parameters

You must administer hairpinning or shuffling as a system-wide parameter:

1 Atthe SAT type change system-par ameter s features and press Enter to display the Feature-
Related System Parameters form:
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Figure 10: Feature-Related System Parameters form

-

change system paraneters features Page 10 of 1(N
FEATURE- RELATED SYSTEM PARAMETERS
AUTOVATI C EXCLUSI ON PARAMETERS

Aut omati ¢ Excl usi on by COS? n

Recal |l Rotary Digit: 2

Duration of Call Tiner Display (seconds): 3
W RELESS PARAMETERS
Radi o Controllers with Downl oad Server Permi ssion (enter board
| ocati on)

1: 2: 3. 4: 5:

| P PARAVETERS
Direct I P-1P Audio Connections? n

I P Audi 0 Hai rpinning? n J

To allow shuffled IP callsusing a public | P address (default) set theDi rect |1 P-1P Audi o
Connect i ons field toy. To disallow shuffled IP calls set thisfield to n. Be sure that you
understand the interactions in Administration interdependencies on page 119 and the notes below.

To allow hairpinned audio connections, typey (yes) inthel P Audi o Hai r pi nni ng field,
noting the interactions in Administration interdependencies on page 119 and the notes bel ow.

Save the changes.

NOTE:

TheDirect | P-1P Audio Connections andl P Audi o Hai r pi nni ng fields
donot display if thel P St ati ons field, theH. 323 Tr unks field, and the Renot e
O fi ce field on the Customer Options form are set to n.

Administering network regions

Inter-network region connection management

Shuffling and hairpinning endpoints or media processing resourcesin any given network regionis
independently administered per network region, which uses a matrix to define the desired connections
between pairs of regions. The matrix is used two ways:

It specifies what regions are valid for resource all ocation when resources in the preferred region
are unavailable.

When acall exists between two I P endpoints in different regions, the matrix specifies whether
those two regions can be directly connected.

To administer hairpinning or shuffling within a network region:

1

At the SAT type change ip-networ k-region <number> and press Enter to display the IP Network
Region form.
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Figure 11: IP Network Region form

//'change i p-network-region 1 Page 1 of 19 \\\
I P NETWORK REQ ON
Region: 1
Locati on: Hone Donai n:
Nanme
Intra-region IP-1P Direct Audio: yes
AUDI O PARAMETERS Inter-region IP-1P Direct Audio: yes
Codec Set: 1 I P Audi 0 Hai rpinning? y
UDP Port M n: 2048
UDP Port Max: 3028 RTCP Reporting Enabl ed? n
RTCP MONI TOR SERVER PARAMETERS
Di f f Serv/ TOS PARAMETERS Use Default Server Paraneters? y

-

Call Control PHB Val ue: 34

802. 1P/ Q PARAMETERS
Call Control 802.1p Priority: 7

H. 323 | P ENDPOI NTS RSVP Enabl ed? n
H. 323 Link Bounce Recovery? y

Idle Traffic Interval (sec): 20
Keep-Alive Interval (sec): 5

Audi o PHB Val ue: 46

Audi o 802.1p Priority: 6 AUDI O RESOURCE RESERVATI ON PARAMETERS

Keep-Al'ive Count: 5

J

2 Administerthel P-1 P Direct Audi o fields:
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e Thelntra-region | P-1P Direct Audi o field permitsshuffling if both
endpoints are in the same region.

e Thelnter-region IP-1P Direct Audio fieldpermitsshuffling if the two
endpoints are in two different regions.

The allowable values for both fields are:

* vy -- permits shuffling the call.
* n -- disalows shuffling the call.

* native-- the |P address of a phone itself, or no translation by a Network Address
Translation (NAT) device

* trandated -- thetrandated | P address that a Network Address Translation (NAT) device
replaces for the native address.

NOTE:
Note that if thereis no NAT device in use at al, then the native and trand ated addresses
are the same.

NOTE:

The hairpinning and shuffling fields on the IP Network Regions form do not display
unlessthel P St ati ons,theH. 323 Trunks,ortheRenpte O fi ce fieldissetto
y (yes) on the Optional Features (display system-parameter customer-options) form.
These features must be enabled in the system’s License File.

123



2 Administering converged networks
Hairpinning and shuffling audio connections

124

3 Goto page 2 and administer the common codec sets on the Inter Network Region Connection
Management form (Figure 12, Inter Network Region Connection Management form, on page
124).

NOTE:

You cannot connect |P endpoints in different network regions or share TN799 C-LAN or
TN2032 IP Media Processor resources between/among network regions unless you make
acodec entry in this matrix specifying the codec set to be used.

Figure 12: Inter Network Region Connection Management form

-

~

di spl ay i p-network-region 1 Page 3 of 19
Inter Network Regi on Connection Managenent

src dst
rgn rgn codec-set direct-WAN WAN-BWIlimnts |ntervening-regions
1

RPRRRPRRRRRRRRRERRRR

N /

In Figure 12, Inter Network Region Connection Management form, on page 124 network region 1
communicates with

* Network region 1 using codec set 1
* Network region 9 using codec set 3

NOTE:
Usethelist ip-codec-set command for alist of codecs.

4 Savethe changes.

Codec administration and selection

When an |P endpoint calls another 1P endpoint, Communication Manager asks that the 2nd endpoint
choose the same codec that the 1st endpoint offered at call setup. However, if the 2nd endpoint cannot
match codecs with the 1st’s, the call is set up with each endpoint’s administered (preferred) codec, and
the data streams are converted between them, often resulting in degraded audio quality because of the
series of different compressions/decompressions or multiple use of the same codec.
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When an endpoint (station or trunk) initially connects to the server, Communication Manager selects the

first codec that is common to both the server and the

endpoint. The Inter Network Region Connection

Management form specifies codec set(s) to use within an individual region (intra-region) and a codec set
to use between/among (inter-region) network regions. Depending upon the network region of the
reguesting H.323 endpoint or trunk and the network region of the TN2302AP |P Media Processor circuit

pack,

chosen.

is chosen.

If the endpoint and the TN2302AP are in same region, the administered intra-region codec set is

If the endpoint and the TN2302AP are in different regions, the administered inter-region codec set

For example, aregion might have itsintra-network codec administered as G.711 as the first choice,
followed by the other low bit rate codecs. The Inter Network Region Connection Management form for

the inter-network region might have G.729 (alow-hit

codec that preserves bandwidth) as the only choice.

Initially, when acall is set up between these two interconnected regions, the TN2302AP IP Media
Processor provides the audio stream conversion between G.711 and G.729. When the media stream is
shuffled away from a TDM-based connection, the two endpoints can use only the G.729 codec.

NOTE:

If you are administering an H.323 trunk that uses Teletype for the Deaf (TTD), use the
G.711 codec as the primary choice for those trunks. This ensures accurate TTD tone

transmission through the connection.

Administering trunks

To administer an H.323 trunk for hairpinning or shuffling:

1 Atthe SAT type change signaling group <number> and press Enter to display the Signaling

Group form (Figure 13, Signaling group form

, On page 125):

Figure 13: Signaling group form

/change signal i ng-group 4

G oup Nunber: 4 G oup Type:

Trunk Group for Channel Selection:
Suppl enentary Service Protocol:

Near - end Node Name: m psnO01A
Near-end Listen Port: 1800

LRQ Required? y

\_

SI GNALI NG GROUP

Page 1 of 5\

h. 323
Max nunber of NCA TSC. 5
Max nunber of CA TSC. 5
Trunk Group for NCA TSC. 44
44

a
Far-end Node Name: dr98
Far-end Listen Port: 1800
Calls Share I P Signaling Connection? y
Bypass If I P Threshol d Exceeded? y
Direct |IP-1P Audio Connections? n

I P Audi 0 Hai r pi nning? n
I nt erwor ki ng Message: PROG ess

Administration for Network Connectivity
November 2003

125



2 Administering converged networks
Hairpinning and shuffling audio connections

126

2 Toadlow shuffled IP calls using apublic | P address (default) set the Di rect | P-1P Audi o
Connect i ons field toy. To disallow shuffled IP calls set thisfield to n. Be sure that you
understand the interactions in Administration interdependencies on page 119 and the notes bel ow.

3 Toadlow hairpinned audio connections, typey (yes) inthel P Audi o Hai r pi nni ng field,
noting the interactions in Administration interdependencies on page 119 and the notes bel ow.

4 Savethe changes.

NOTE:

The hairpinning and shuffling fields on the signaling group form do not display unless
either theH. 323 Trunks or Renote O fi ce fiddissettoy (yes) on the Optional
Features (display system-parameter s customer-options) form. These features must be

enabled in the system’s License File.

NOTE:

If you are administering an H.323 trunk that uses Teletype for the Deaf (TTD), use the
G711 codecs as the primary codec choice for those trunks to ensure accurate TTD tone

transmission through the connection.

Administering IP endpoints

Whether any given station is allowed to shuffle or hairpin isindependently administered per endpoint on
the station form. The specific station types that you can administer for hairpinning or shuffling are:

e All AvayalP stations

¢ Other vendors' H.323-compatible stations

To administer an endpoint for hairpinning or shuffling:

1 Atthe SAT type change station <extension> and press Enter to display the Station form (Figure

14, Station form, page 2, on page 126):

Figure 14: Station form, page 2

K change station 57493

FEATURE OPTI ONS
LWC Reception: spe
LWC Activation? y
LWC Log External Calls? n
CDR Privacy? n
Redirect Notification? y
Per Button Ring Control? n
Bridged Call Alerting? n
Active Station Ringing: single
H. 320 Conversion? n
Servi ce Link Mde: as-needed
Ml ti nedi a Mbde: basic
MA  Served User Type:
AUDI X Narre:

Aut omati ¢ Moves: no

Energency Location Ext: 00

Page 2 of 4\

Auto Sel ect Any |dl e Appearance? n
Coverage Msg Retrieval ? y

Aut o Answer: none

Data Restriction? n

I dl e Appearance Preference? n

STATI ON

Restrict Last Appearance? y

Per Station CPN - Send Calling Nunber?

Audi bl e Message Wi ting?

Di splay Client Redirection?

Sel ect Last Used Appearance?
Coverage After Forwardi ng?

Mul tinedia Early Answer?

Direct |IP-1P Audio Connections?
I P Audi o Hai r pi nni ng?

\‘<‘<3(ﬁ333
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2 Toadlow shuffled IP calls using apublic | P address (default) set the Di rect | P-1P Audi o
Connect i ons field toy. To disallow shuffled IP calls set thisfield to n. Be sure that you
understand the interactions in Administration interdependencies on page 119 and the notes bel ow.

3 Toadlow hairpinned audio connections, typey inthel P Audi o Hai r pi nni ng field, noting
the interactions in Administration interdependencies on page 119 and the notes below.

4 Savethe changes.

NOTE:

The hairpinning and shuffling fields on the station form do not display unless either the

I P StationsorRenote OFfice fieldissettoy (yes) on the Optiona Features
(display system-parameter customer-options) form. These features must be enabled in
the system’s License File.

NOTE:
TheDirect | P-1P Audi o Connecti ons field cannot besettoy if the Ser vi ce
Li nk Mbde field is set to per manent.

Contradictory administration

e |f astation is administered for dual-connect, and if the two extension numbers for that station
have differing values administered intheir Di rect | P-1 P audi o Connect i ons fields,
then this station cannot shuffle cals.

e |f astation is administered for dual-connect, and if the two extension numbers for that station
have differing values administered in their | P- 1 P Audi o Hai r pi nni ng fields, then this
station cannot hairpin calls.

Call Center service observing

If a Call Center agent is active on a shuffled call, and a Call Center supervisor wants to service-observe
the call, the agent might notice the 200 ms break in the speech while the call is redirected to the TDM
bus. For this reason, we recommend that you administer the shuffling and hairpinning fields as n (no) for
stations that are used for service-observing.

Upgrade interactions

¢ Upgradesfrom Release 8 to Release 9 or higher: if thel nt er-regi on | P connectivity
al | owed field on the IP-interfaces form isy (yes), then the entries for all interconnections
among regions 1 to 10 on the new (upgraded) | P-Network Region form are set to 1.

¢ Upgradesto Release 9 or higher, theDi rect |1 P-1P Audi o Connections andl P
Audi o Hai r pi nni ng fields default to n (no), just as they do for a new installation.

IP signal loss

The amount of loss applied between any two endpoints on acall is administrable. However, the
Telecommunications Industry Association (TIA) has published standards for the levelsthat | P endpoints
should use. The IP endpoints will always transmit audio at TIA standard levels, and expect to receive
audio at TIA standard levels. If an IP audio signal goesto or comes from the TDM bus through a
TN2302AP Media Processor, the circuit pack will adjust the levels to approximately equal the levels of a
signal to or from a Digital Communications Protocol (DCP) set. By default, |P endpoints are the same
loss group as DCP sets, Group 2.
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Adjust loss to USA DCP levels

The switch will instruct the TN2302A P Media Processor circuit pack to insert lossinto the signal coming
from the | P phone, and insert gain in the signal going to the IP phone, to equal the levels of asignal to or
from aDCP set.

Voice levels are not administrable on shuffled
calls

The voice level on a shuffled call is not affected by entries administered in the 2-Party Loss Plan screen.

Preference Order

Thelossthat is applied to a hairpinned or shuffled audio connection is constant for all three connection
types:

e station-to-station
e station-to-trunk
¢ trunk-to-trunk
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3 Network quality and
management

This chapter provides information for improving voice quality by adjusting the voice packet traffic
behavior through an IP network, also known as implementing Quality of Service (Qo0S). The chapter
included these topics:

¢ The Causes of voice degradation section discusses the types of voice degradation and their causes.

¢ The Quality of Service and voice quality administration section tells you how to administer your
Avaya equipment for better voice quality and offers suggestions for other network problems.

* The Media Encryption section discusses media encryption capabilities, requirements, and
administration in Communication Manager.

¢ The Network management section includes information about administering H.248 Link
Recovery and the Avaya Policy Manager (APM) and Avaya Vol P Monitoring Manager network
monitoring tools.

NOTE:
Implementing QoS requires administration adjustments to Avaya equipment as well as
LAN/WAN equipment (switches, routers, hubs, etc.).

For more information on implementing QoS, see the White Paper, Avaya |P \bice Quality Network
Requirements, at http://www1.avaya.com/enterprise/whitepapers/ip _networking.pdf.

Causes of voice degradation

Vol P applications put severe constraints on the amount of end-to-end transfer delay of the voice signal
and routing. If these constraints are not met, users complain of garbled or degraded voice quality, gaps,
pops. Due to human voice perception, Vol P applications can afford to randomly lose a voice few packets
and the user can till perceive the conversation. However, if voice packets are delayed or systematically
lost, the destination experiences a momentary loss of sound, often with some unpleasing artifacts like
clicks or pops. Some of the general complaints and their causes are listed in Table 15, User complaints
and their causes, on page 130.
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Table 15: User complaints and their causes

Possible causes and links to

Complaint information
‘Talking over’ the far end * Packet delay
* Echo

Network architecture between
endpoint and intermediate node

Switching algorithms

Near-end/ far-end hear(s) echo

Impedance mismatch
Improper coupling
Codec administration

Voice istoo soft or too loud

PSTN loss

Digital loss

Automatic Gain Control
Conference loss plan

Clicks, pops or stutters

Packet 10ss

Timing drift due to clocks
Jitter

False DTMF detection

Silence suppression agorithms

V oice sounds muffled, distorted, or
noisy

Codec administration
Transducers
Housings
Environment

Analog design

NOTE:

There is no single solution to solving voice quality problems. Interactions among the
network elements and their administration make troubleshooting and solutions difficult.
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Packet delay

Voice packets travelling through a network “compete” with a changing volume of data traffic and are not
always routed through the shortest path to the destination. Delay has three major elements:

¢ Packet Assembly/Disassemble Time. Thetime it takes to encode and map a signal (for example,
voice) into a packet and transmit it into the packet network, and the decoding time at the
destination.

* Propagation Delay. The time the packets are propagating on communication links.
* Queuing Time. Thetime packets are stored in queues, such as layer-2 switch queues, layer-3
router queues, and destination jitter buffers.

Each of these network elements adds to packet delay, and if the end-to-end packet delay islarge enough
(the sum of the delay times through all network elements), users report communication degradation.
The causes of network delay can be

¢ Buffer delays

* Queuing delaysin switches and routers

¢ Bandwidth too small

Solution

Avaya recommends a network assessment that measures and solves latency issues before implementing
Vol P solutions (see Network assessment on page 34 and Bandwidth on page 134).

Jitter

Jitter isa statistical measure of the various end-to-end packet travel times. Even in asmooth, high-quality
Vol P conversation, the voice packets travel at different speeds, and therefore arrive at the destination at
different times. Jitter is generally considered the statistical average variance in delivery time between
packets or datagrams. If this variance exceeds the length of the voice packet, it can create voice quality
problems with symptoms similar to those of excessive delay, because in both cases packets are discarded.

Jitter buffers

To compensate for network jitter, many H.323 voice application vendors implement ajitter buffer. The
purpose of the jitter buffer isto hold incoming packets for a specified period of time before releasing
them to the application, thereby smoothing the delivery at the destination.

Most gateways allow adjusting the jitter buffer size to store between Oms (no buffering) to 255ms of
voice. However, thisvalueis normally set between 10 to 20 ms, as higher values can cause voice packets
to exceed the recommended 150ms one-way delay for high-quality voice transmission.

Packet loss and jitter buffer sizes

Voice packets are discarded if they arrive outside the jitter buffer window, that is later than thejitter
buffer’s memory can hold them. Packets arrive “late” or out-of-order usually because they travelled over
different network paths and predictably arrived at different times. The acoustic result at the destination is
aconversation with holesin it but without any time delay for the missing holes, especially affecting word
intelligibility. See Packet loss for arelated discussion.
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Packet loss

Packet loss occurs when a packet is sent but not received at its destination and can occur when

* Network are heavily loaded (queue or buffer overload in the intermediate nodes: routers,
switches, etc.,

e Jitter buffersin endpoint equipment are completely filled. However, increasing the size of the
jitter buffer does not solve packet |oss because additional delay is introduced by alarger jitter
buffer. See Jitter for arelated discussion.

A high-quality Vol P network should have packet loss of less than 1% between endpoints. Avaya
implements packet loss conceal ment to diminish theimpact of lost packets, typically very small “gaps’ in
the voice. For specia applicationssuch as TTY or Modem over IR, the requirements are more stringent.

NOTE:

Too much packet delay can be perceived as dropped packets. To atool which measures
packet loss, these dropped packets may appear as lost packets, when in fact they were
discarded intentionally.

You can reduce packet loss by
* Reducing congestion.
* Increasing the available bandwidth at intermediate nodes.

* Prioritizing voice packets ahead of data packets.
* Setting up aVLAN inwhich voice packets carry three-bit priority, streamlining routing.

CAUTION:

Avayarecommends a Network Analysis before adding Vol P components to the network or
changing network performance parameters (see Network assessment on page 34).

Echo

When you hear your own voice reflected back with aslight delay, thisis echo and it happens for these
reasons:

* Electrical -- from unbalanced impedances or cross-talk
¢ Acoustical -- introduced by speakerphone or room size

The total round-trip time from when a voice packet enters the network to thetimeit is returned to the
originator is echo path delay. In general, calls over aWAN normally have alonger echo path delay
compared to callsover aLAN.

NOTE:
Vol P itsdlf is not a cause of echo. However, significant amounts of delay and/or jitter
associated with Vol P can make echo perceptible that would otherwise not be perceived.
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Echo cancellers minimize echo by comparing the original voice pattern with the received patterns, and
canceling the echo if the patterns match. However echo cancellers are not perfect, especially:

* When the round-trip delay from the echo canceller to the echo reflection point and back is longer
than the time that the origina (non-echoed) signa is buffered in the echo canceller memory. The
larger the echo canceller’s memory the longer the signal is held in the buffer, maximizing the
number of packets that the canceller can compare in the allotted time.

¢ During Voice Activity Detection (VAD), which monitors the level of the received signal:

— Anenergy drop of at least 3dB weaker than the original signal indicates echo.

— Anenergy level 3dB greater indicates far-end speech.

Echo cancellers do not work well over analog trunks and with speakerphones with volume controls that
permit strong signals. Although VADs can greatly conserve bandwidth, overly-aggressive VADs can
cause voice clipping and reduce voice quality. VAD administration is through the station form for the

particular | P phone.

Analog trunksin I P configurations need careful network balance settings to minimize echo. A test tone of
known power is sent out and the return signal measured to determine the balance setting, which is critical
for reducing echo on IP calls across these trunks.

Echo cancellation plans

Communication Manager has 4 echo cancellation plans (Table 16, Communication Manager echo

cancellation plans, on page 133, listed in order of echo severity).

Table 16: Communication Manager echo cancellation plans

Echo
cancellation
plan Description
EC-1 Same as EC-4 but without the 6dB lossin | For very loud talkers and severe
the echo path. echo, the far-end talker’ s speech is
heard as clipped when both parties
talk at the sametime
EC-2 Use if speech is often clipped when
both parties talk at the sametime.
EC-3 For slightly slower adaptation to
echo, may resultina 2 or 3 second
fade on strong echo for quiet talkers.
Completely removes speech clipping
EC-4 Inserts 6dB loss on the transmit side of Used only when the other 3 echo
the echo path. Thisresultsin cancellation plans do not sufficiently
asymmetrical transmit and receive sides. | reduce the echo to satisfactory levels.
However, the 6dB lossisnot needed on | We recommend not using this asthe
thereceive side, sincethe signal is default setting.
normally weaker than the transmit side’s.
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Transcoding

When | P endpoints are connected through more than one network region, it isimportant that each region
use the same CODEC, the circuitry that converts an audio signal into its digital equivalent aswell as
assigns its companding properties. Packet delays occur when different CODECs are used within the same
network region. In this case the IP Media Processor acts as a gateway trandating the different CODECs,
and an IP-direct (shuffled) connection is not possible.

Bandwidth

134

In converged networks that contain coexistent voice and data traffic, the volume of either type of trafficis
unpredictable. For example, transferring afile using the File Transfer Protocol (FTP) can cause asharp
burst in the network traffic. At other times there may be no data in the network.

While most data applications are insensitive to small delays, the recovery of lost and corrupted voice
packets poses a significant problem. For example, users might not really be concerned if the reception of
email or file from file transfer application is delayed by afew seconds. In avoice call, the most important
expectation is the real-time exchange of speech. To achieve thisthe network resources are required for
the complete duration of the call. If in any instance, there are no resources or the network too busy to
carry the voice packets, then the destination experiences clicks, pops and stutters. Therefore, thereisa
continuous need for a fixed amount of bandwidth during the call to keep it real-time and clear.
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Quality of Service and
voice quality administration

Of all of the Vol P network issues described in the Causes of voice degradation section, delay is the most
crucial. And because many of the other causes are highly interdependent with delay, the primary goal is
to reduce the delay by improving the routing in the network or by reducing the processing time within the
end points and the intermediate nodes. For example, when delay is minimized then

¢ Jitter and electrically-induced echo abate.

* Intermediate node and jitter buffer resources are released making packet loss insignificant. As
packets move faster in the network, the resources at each node are available for the next packet
that arrives and will not be dropped due to lack of resources.

Delay cannot be eliminated completely from Vol P applications because it includes the inevitable
processing time at the endpoints plus the transmission time. However, the delay that is caused due to
network congestion or queuing can be minimized by adjusting these QoS parameters:

¢ Layer 3QoS
— DiffServ
— RSVP
e Layer 2 QoS. 802.1p/Q

All of these parameters are administered on the IP Network Region form (see Administering | P network
regions on page 139).

Layer 3 QoS

DiffServ

The Differentiated Services Code Point (DSCP) or “DiffServ” is a packet prioritization scheme that uses
the Type of Service (ToS) byte in packet header to indicate its forwarding class and Per Hop Behaviors
(PHBS). After the packets are marked with their forwarding class, the interior routers and gateways use
this TOS byte to differentiate the treatment of packets.

A DiffServ policy must be established across entire | P network, and the Diff Serv values used by
Communication Manager and by the I P network infrastructure must be the same.

If you have a Service Level Agreement (SLA) with a service provider, the amount of traffic of each class
that you can inject into the network is limited by the SLA. The forwarding classis directly encoded as
bitsin the packet header. After the packets are marked with their forwarding class, the interior nodes
(routers & gateways) can use thisinformation to differentiate the treatment of packets.

RSVP

Resources ReSerVation Protocol (RSVP) can be used to lower DiffServ priorities of new calls when
bandwidth is scarce. The RSVP signaling protocol transmits requests for resource reservations to routers
on the path between the sender and the receiver for the voice bearer only, not the call setup or call
signaling packets.

Administration for Network Connectivity 135
November 2003



3 Network quality and management
Quality of Service and voice quality administration

Layer 2 QoS: 802.1p/Q

CAUTION:

If you change 802.1p/Q on the IP Network Region screen, it changes the format of the
Ethernet frames. 802.1p/Q settings in Communication Manager must match similar
settings in your network elements.

The 802.1p feature isimportant to the endpoint side of the network since PC-based endpoints must
prioritize audio traffic over routine data traffic. 802.1p is an Ethernet tagging mechanism that can instruct
Ethernet switches to give priority to voice packets.

| EEE standard 802.1Q allows you to specify both avirtual LAN (VLAN) and aframe priority at layer 2
for LAN switches or Ethernet switches, which allows for routing based on MAC addresses.

802.1p/Q provides for 8 priority levels and for alarge number of Virtual LAN identifiers. Interpretation
of the priority is controlled by the Ethernet switch and is usually based on highest priority first. The
VLAN identifier permits segregation of traffic within Ethernet switches to reduce traffic on individual
links. 802.1p operates on at the MAC layer. The switch always sends the QoS parameter values to the IP
endpoints. Attempts to change the settings by DHCP or manually are overwritten. The | P endpoints
ignore the VLAN on/off options, because turning VLAN on requires that the capabilities be administered
on the closet LAN switch nearest the IP endpoint. VLAN tagging can be turned on manually, by DHCPR,
orby TFTP.

If you have varied 802.1p from LAN segment to LAN segment, then you must administer 802.1p/Q
optionsindividually for each network interface. This requires a separate network region for each network
interface.

Using VLANSs

Virtual Local Area Networks (VLANS) provide security and create smaller broadcast domains by using
software to create virtually-separated subnets. The broadcast traffic from anode that isin aVLAN goes
to al the nodes that are members of this VLAN. Thisreduces CPU utilization and increases security by
restricting the traffic to afew nodes rather than every node on the LAN.

Any end-system that performs VLAN functions and protocolsis“VLAN-aware,” although currently very
few end systems are VLAN-aware. VLAN-unaware switches cannot handle VLAN packets (from
VLAN-aware switches), and thisiswhy Avaya's gateways have VLAN configuration turned off by
default.

Avaya strongly recommends creating separate VLANSs for VoIP applications. VLAN administration is at
two levels:

* Circuit pack-level administration is on the IP-Interfaces form (see Define | P interfaces on page
96).

¢ Endpoint-level administration is on the Network Region form (see Define the network region on
page 140).
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Administering IP CODEC sets

The IP Codec Set screen allows you to specify the type of CODEC used for voice encoding and
companding and compressi on/decompression.

The IP Codec Set screen

The CODECs on the | P Codec Set screen are listed in the order of preferred use. A call across a trunk
between two systemsis set up to use the first common CODEC listed.

NOTE:

The CODEC order must be administered the same for each system of an H.323 trunk
connection. The set of CODECs listed does not have to be the same, but the order of the
listed CODECs must.

The IP Codec Set screen allows you to define the CODECs and packet sizes used by each | P network
region. You can aso enable or disable silence suppression for each CODEC in the set. The screen
dynamically displays the packet size in milliseconds (ms) for each CODEC in the set, based on the
number of frames you administer per packet.

To administer an |P Codec set:
1 Typechangeip-codec-set <set#> and press Enter to open the IP Codec Set screen.

ﬂ:hange i p-codec-set 1 Page 1 of 1 \

| P CODEC SET

Codec Set: 1
Audi o Codec Suppress Franes Packet
Si |l ence per Pkt Si ze (ns)
G 711nmu n 2 20
G 729 n 2 20

& /

2  Completethe following fields:

NOTE:

Use these approximate bandwidth requirements to decide which CODECs to administer.
These numbers change with packet size, and do not include layer 2 overhead. With 20 ms
packets the following bandwidth is required:

* G711 A-law — 80 Kbps

¢ G711 mu-law — 80 Kbps (used in U.S. and Japan)
e (G723.1-53—21.3Kbps

e G729 — 24 Kbps

* G729B - 34.4Kbps
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Table 17: IP Codec Set screen fields

Field

Conditions/Comments

Audio Codec

Specifies an audio CODEC. Valid values are;
G.711a (a-law)

G.711mu (u-law)

G.723.1-5.3

G.723.1-6.3

G.729

G.729B

Suppress Silence

Enter n (recommended).

Enter y if you require silence suppression on the audio stream.

This may affect audio quality.

Frames per Pkt

Specifies frames per packet. Enter a value between 1-6.
Default values are:

2 for G711 Codec (frame size 10ms)

2 for G729 Codec (frame size 10ms)

Packet Size (ms)

Automatically appears.

3 Submit the screen.
4 Typelist ip-codec-set and press Enter to list all CODEC sets on the CODEC set screen.

l'ist ip-codec-set Page 1 of 1
Codec Sets

Codec Codec 1 Codec 2 Codec 3 Codec 4 Codec 5

Set

1. G 711MJ) G 729

2. G 729B G 729 G 711MJ G 711A

5 Review your CODEC sets.
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Administering IP network regions

Network regions enable you to group IP endpoints and/or Vol P and signaling resources that share the
same characteristics. Signaling resources include Media Processor and C-LAN circuit packs. In this
context, IP endpoint refersto | P stations, |P trunks, and G350 and G700 Media Gateways. The
characteristics that can be defined for these | P endpoints and resources are:

Audio Parameters
* Codec Set
* UDP port Range
¢ Enabling Direct |P-1P connections
¢ Enabling Hairpinning

Quality of Service Parameters:
¢ Diffserv settings
— Cadll Control PHB
— VoIlP Media PHB
¢ 802.1p/Q settings
— Call Control 802.1p priority
— VolP Media802.1p priority
— VLANID
* Better than Best Effort (BBE) PHB
* RTCP settings
* RSVP settings

Other Parameters:

* Location

The following sections tell you how to:
¢ Define the network region

* |nterconnect the network regions

* Review the administration

NOTE:

For moreinformation on using network regions, with examples, see the application note
Avaya Communication Manager Network Region Configuration Guide, whichisavailable
at the Avaya Resource Library:
http://www1.avaya.com/enterprise/resourcelibrary/applicationnotes.
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3 Network quality and management

Quality of Service and voice quality administration

Define the network region

CAUTION:

Never define a network region to span a WAN link.

Avaya strongly recommends that you leave the default values for the following screen.

To define an IP network region:

1 Typechangeip-network-region to open the IP Network Region screen.

ﬂ:hange i p-network-region 1

Regi on: 1
Locati on:
Name:
AUDI O PARAMVETERS
Codec Set: 1
UDP Port M n: 2048
UDP Port Max: 3049
DI FFSERV/ TOS PARAMETERS
Call Control PHB Value: 46
Audi o PHB Val ue: 46

802. 1P/ Q PARANVETERS
Call Control

H. 323 | P ENDPO NTS

-

802.1p Priority: 6
Audi o 802.1p Priority: 6

H. 323 Li nk Bounce Recovery? y

Idle Traffice Interval (sec): 20
Keep-Alive Interval (sec): 6
Keep-Alive Count: 5

page 1 of 1\

I P NETWORK REGQ ON

Hone Donwui n:
Intra-region IP-1P Direct Audio: no
Inter-region IP-1P Direct Audio: no

| P Audi 0 Hairpi nning? y

RTCP Reporting Enabled? y
RTCP MONI TOR SERVER PARAMETERS
Use Default Server Paraneters? y

Server | P Address: .
Server Port: 5005
RTCP Report Period(secs): 5

AUDI O RESOURCE RESERVATI ON PARAMETERS
RSVP Enabl ed? n

/

2 Completethe fields using the information in Table 18, |P Network Region field descriptions, on

page 141.

140
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Table 18: IP Network Region field descriptions 1 of 4

Field Descriptions/Comments
Region Network Region number, 1-250.
Location Blank or 1-250. Enter the number for the location for the IP

network region. The |P endpoint uses this asits location number.
This appliesto IP telephones and softphones.

1-44 (DEFINITY R, CSl, Sl only.)
1-250 S8300, S8500, S8700

blank The location is obtained from the cabinet containing the
CLAN that the endpoint registered through or the media gateway
containing the Internal Call Controller or Local Spare Processor
on an Avaya S8300 Media Server that the endpoint registered
through. This appliesto | P telephones and softphones. Traditional
cabinets, Remote Offices, and the Avaya S8300 Media Server all
have their locations administered on their corresponding screens.

Name Describes the region. Enter a character string up to 20 characters.

Home Domain The network domain of the media server.

AUDIO PARAMETERS

Codec Set Specifies the CODEC set assigned to aregion. Enter avalue
between 1-7 (default is 1).

NOTE:
CODEC sets are administered on the CODEC set
screen (see Administering |P CODEC sets).

UDP Port Range-Min Specifies the lowest port number to be used for audio packets.
Enter a value between 2-65406 (default is 2048).

NOTE:

This number must be twice the number of calls
that you want to support plus one, must start with
an even number, and must be consecutive.
Minimum rangeis 128 ports.

CAUTION:

Avoid the range of “well-known” or IETF-
assigned ports. Do not use ports below 1024,

UDP Port Range-Max Specifies the highest port number to be used for audio packets.
Enter a value between 130-65535 (default is 65535).

CAUTION:
Avoid the range of well-known or IETF-assigned
ports. Do not use ports below 1024.

lof 4
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Table 18: IP Network Region field descriptions 2 of 4

Field Descriptions/Comments

DIFFSERVE/TOS PARAMETERS

Call Control PHB Vaue The decimal equivalent of the Call Control PHB value. Enter a
value between 0-63.

¢ UsePHB 46 for expedited forwarding of packets.

¢ UsePHB 46 for audio for legacy systemsthat only support
IPv4 Type-of-Service, which correlates to the older TOS
critical setting.

¢ UsePHB 46 if you have negotiated a Call Control PHB
valuein your SLA with your Service Provider.

Audio PHB Vaue The decimal equivalent of the VolP Media PHB value. Enter a
value between 0-63:

¢ Use PHB 46 for expedited forwarding of packets.

¢ UsePHB 46 for audio for legacy systemsthat only support
IPv4 Type-of-Service, which correlates to the older ToS
critical setting.

802.1p/Q PARAMETERS

Call Control 802.1p Priority Specifies the 802.1p priority value, and appearsonly if the
802. 1p/ Q Enabl ed fieldisy. Thevalid rangeis 0-7. Avaya
recommends 6 (high). See“Caution” below this table.

Audio 802.1p Priority Specifies the 802.1p priority value, and appears only if the
802. 1p/ Q Enabl ed fieldisy. Thevalid rangeis 0—7. Avaya
recommends 6 (high). See“Caution” below this table.

H.323 1P ENDPOINTS

H.323 Link Bounce Recovery y/n Specifies whether to enable H.323 Link Bounce Recovery
feature for this network region.

Idle Traffic Interval (sec) 5-7200 Enter the maximum trafficidletimein seconds. Defaultis
20.

Keep-Alive Interval (sec) 1-120 Specify theinterval between KA retransmissionsin
seconds. Default is 5.

Keep-Alive Count 1-20 Specify the number of retries when if no ACK isreceived.
Default is 5.

20f4
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Table 18: IP Network Region field descriptions 3 of 4

Field

Descriptions/Comments

Intra-region IP-1P Direct Audio

y/n Enter y to save on bandwidth resources and improve sound
quality of voice over IP transmissions.

Enter native(NAT) if the IP address from which audio isto be
received for direct | P-to-1P connections within the region isthat of
the telephone/softphoneitself (without being translated by NAT).
I P phones must be configured behind a NAT device before this
entry is enabled.

Enter translated(NAT) if the IP address from which audio isto
be received for direct |P-to-1P connections within the regionisto
be the one with which a NAT device replaces the native address.
I P phones must be configured behind a NAT device before this
entry is enabled.

Inter-region IP-1P Direct Audio

y/n Enter y to save on bandwidth resources and improve sound
quality of voice over IP transmissions.

Enter translated(NAT) if the IP address from which audio isto
be received for direct |P-to-1P connections between regionsisto
be the one with which aNAT device replaces the native address.
I P phones must be configured behind a NAT device before this
entry is enabled.

Enter native(NAT) if the IP address from which audio isto be
received for direct |P-to-1P connections between regionsis that of
the telephone itself (without being translated by NAT). IP phones
must be configured behind a NAT device before thisentry is
enabled.

IP Audio Hairpinning?

y/n Enter y to allow IP endpoints to be connected through the
media server’s IP circuit pack in IP format, without first going
through the Avaya DEFINITY TDM bus.

RTCP Reporting Enabled?

Specifieswhether you want to enable RTCP reporting. If thisfield
isset toy, then the RTCP Monitor Server Parameters fields

appear.

RTCP MONITOR SERVER PARAMETERS

Use Default Server
Parameters?

Thisfield only appearswhenthe RTCP Reporti ng Enabl ed
fieldissettoy.

* Entery to usethedefault RTCP Monitor server parameters
as defined on the IP Options System Parameters screen. If
set toy, you must completethe Def aul t Server | P
Addr ess field on the IP Options System Parameters
screen (change system-par ameter sip-options).

¢ If you enter n, you need to completethe Server | P
Addr ess, Server Port,and RTCP Report
Peri od fields.

30f4
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Table 18: IP Network Region field descriptions 4 of 4

Field Descriptions/Comments

Server |P Address Thisfield only appearswhenthe Use Def ault Server
Addr ess fieldisset ton and the RTCP Enabl ed field isset to
y. Enter the | P address for the RTCP Monitor server in
nnn.nnn.nnn.nnn format, where nnn=0-255.

Server Port Thisfield only appearswhenthe Use Def aul t Server
Addr ess field isset to n and the RTCP Enabled field isset to y.
Enter the port (1-65535) for the RTCP Monitor server.

RTCP Report Period (sec) Thisfield only appearswhenthe Use Def aul t Server
Addr ess fieldisset to n and the and the RTCP Enabl ed field
issettoy.

Range of valuesis 5-30 (seconds).

AUDIO RESOURCE RESERVATION PARAMETERS

RSVP Enabled? y/n Specifies whether or not you want to enable RSVP.

RSV P Refresh Rate (sec) Enter the RSV P refresh rate in seconds (1-99). Thisfield only
appearsif the RSVP Enabl ed fieldissettoy.

Retry upon RSVP Failure Specifies whether to enable retries when RSVP fails (y/n). This

Enabled field only appearsif the RSVP Enabl ed fieldissettoy.

RSVP Profile Thisfield only appearsif the RSVP Enabl ed fieldissettoy.

You set thisfield to what you have configured on your network

¢ guaranteed-service places alimit on the end-to-end
gueuing delay from the sender tot he receiver. Thisisthe
most appropriate setting for Vol P applications.

¢ controlled-load (a subset of guar anteed-service)
provides for atraffic specifier but not the end-to-end
gueuing delay.

RSVP unresolved (BBE) PHB
Vaue

40of 4

CAUTION:

If you change 802.1p/Q on the |P Network Region screen, it changes the format of the
Ethernet frames. 802.1p/Q settings in Communication Manager must match thosein all of
theinterfacing elementsin your data network.

3 PressEnter to save the changes.
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Interconnect the network regions

If TN799DP (C-LAN) and TN2302AP (1P Media Processor) resources are shared between/among
administered network regions, you must define which regions communicate with which other regionsand
with what CODEC set on the Inter-Network Region Connection Management form
(change/display/status ip-network-region).

NOTE:
You cannot connect |P endpoints in different network regions or communicate
between/among network regions unless you specify the CODEC set on this form.

The Call Admission Control - Bandwidth Limitation feature enables you to also specify on this form:
*  Whether regions are directly connected or indirectly connected through intermediate regions.

¢ Bandwidth limitsfor IP bearer traffic between two regions using either a maximum bit rate or
number of calls. When a bandwidth limit is reach, additional IP calls between those regions are
diverted to other channels or blocked.

Typicaly, the bandwidth limit is specified as the number of calls when the codec set administered
across aWAN link contains a single codec. When the codec set administered across a WAN link
contains multiple codecs, the bandwidth limit is usually specified as a bit-rate. For regions
connected across a LAN, the normal bandwidth limit setting is nolimit.

To administer inter-network region connections:

1 Typechangeip-network-region <region#> and press Enter to open the Inter Network Region
Connection Management screen.

ﬂhange i p-network-region 1 Page 3 of 19\

Inter Network Regi on Connecti on Managenent
src dst
rgn rgn codec-set direct-WAN WAN-BWIlinmits |ntervening-regions
1 1 1
1 2 3 y 10:call's
1 3 2 y 512: kbits
1 4 2 n 3:
1 5
1 6
1 7
1 8
1 9 1 y cnolimt
1 10
1 11
1 12
1 13
1 14
( 15

2  Specify CODEC setsfor your shared network regions by placing a CODEC set number in the
codec- set column. Specify the type of inter-region connections and bandwidth limitsin the
remaining columns.

In the example, network region 1isdirectly connected to regions 2, 3, and 9, and is indirectly
connected (through region 3) to region 4. Network region 1 communicates with the following
other network regions using the specified CODEC sets and bandwidth limits:

* Network region 1 using CODEC set 1
* Network region 2 using CODEC set 3 with a 10-call bandwidth limit.
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* Network region 3 using CODEC set 2 with a 512 kbps bandwidth limit.
* Network region 4 using CODEC set 2
* Network region 9 using CODEC set 1 with no bandwidth limit.

3 PressEnter to save the changes.

Status of inter-region usage

You can check the status of bandwidth usage between network regions using:

status ip-network-region <n> or <n/m>. Using the <n>, the connection status, bandwidth limits, and
bandwidth usage is displayed for all regions directly connected to n. For regions indirectly connected to
n, just the connection statusis displayed. If regionsn and m areindirectly connected, using <n/m> in the
command displays the connection status, bandwidth limits, and bandwidth usage, for each intermediate
connection.

Administer the Signaling Group form
1 Typechange signaling-group <group#> and press Enter to display the Signaling Group form.

2  Typethe number of the network region that corresponds to this signaling group in the Far - end
Net wor k Regi on field:

e 1-80(d)
e 1-250 (r and S8300 or S8700 servers)

3 PressEnter to save the changes.

Review the administration

To check the network region administration:
1 Typelist ip-network-region qos and press Enter to display the IP Network Regions QOS screen.

l'ist i p-network-regi on qos Page 1 of
X
| P NETWORK REG ONS QOS

PHB Val ues 802.1p Priority RSVP Refresh

Regi on  Nane Medi a Control BBE Media Control Profile Rat e
1 Denver 46 46 46 6 6 guar ant eed- servi ce 15
2 Cheyenne 46 34 43 6 7 controll ed-1oad 15

2  Ensure that you have the proper values for each network region and that the regions are
interconnected according to your design.

3 Typelist ip-network-region monitor and press Enter to see the |P Network Regions Monitor
screen, which includes information about the CODEC sets.

l'ist ip-network-region nonitor Page 1 of

X
I P NETWORK REG ONS MONI TOR

RTCP Moni t or Por t Report Codec UDP Port Range

Regi on  Name | P Address Number Period Set Mn Max
1 Denver 123.123.123.123 5005 5 1 2048 3049
2 Cheyenne 123.123.123.123 5005 5 1 2048 65535

4 Ensurethat the audio transport parameters are administered according to your design.
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Setting network performance thresholds

NOTE:

The craft (or higher) login is required to perform this administration.

Communication Manager gives you control over 4 IP media packet performance thresholdsto help
streamline Vol P traffic. You can use the default values for these parameters, or you can change them to fit
the needs of your network. These threshold values apply only to I P trunks and do not affect other IP
endpoints.

NOTE:

You cannot administer these parameters unless these conditions are met:

The Gr oup Type field onthe Signaling Group formish.323 or sip.

TheBypass If | P Threshol d Exceeded fiddisset toy onthe Signaling Group
form.

If bypassis activated for a signaling group, ongoing measurements of network activity
collected by the system are compared with the values in the IP-options system-parameters
screen. If the values of these parameters are exceeded by the current measurements, the
bypass function terminates further use of the network path associated with the signaling
group. The following actions are taken when thresholds are exceeded:

Existing calls on the IP trunk associated with the signaling group are not maintained.

Incoming calls are not allowed to arrive at the | P trunks on the bypassed signaling group
and are diverted to alternate routes.

Outgoing calls are blocked on this signaling group. If so administered, blocked calls are
diverted to alternate routes (either 1P or circuits) as determined by the administered
routing petterns.

NOTE:
Avaya strongly recommends that you use the default values.
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To administer network performance parameters:

1 Enter change system-par ameter s ip-options to open the | P Options System Parameters screen.

/change system paraneters ip-options \

| P- OPTI ONS SYSTEM PARAMETERS

| P MEDI A PACKET PERFORMANCE THRESHOLDS
Roundtrip Propagati on Del ay (ns) Hi gh: 30 Low. 20
Packet Loss (% Hi gh: 10 Low. 5
Ping Test Interval (sec): 10
Nunmber of Pings Per Measurenent Interval: 10

RTCP MONI TOR SERVER
Default Server |P Address: 192.168.15 .210
Default Server Port: 5005
Default RTCP Report Period(secs): 5

| P DTMF TRANSM SSI ON MODE
Intra-System | P DTMF Transm ssion Mdde: in-band-g711
Inter-System | P DTMF:. See Signaling G oup Forns

H. 248 MEDI A GATEWAY H. 323 | P ENDPO NT
Link Loss Delay Tiner (Mn): 5 Link Loss Delay Tiner (mn): 60
Primary Search Tine (sec): 7y

2  Enter valuesfor the fields suitable for your network needs (defaults shown in the table below).

Field Conditions/Comments
Roundtrip Propagation Delay (ms) High: 800 Low: 400
Packet Loss (%) High: 40 Low: 15

Ping Test Interval (sec) 20

Number of Pings per Measurement Interval 10

3 PressEnter to save the changes.

Adjusting jitter buffers

Since network packet delay isusually afactor, jitter buffers should be no more than twice the size of the
largest statistical variance between packets. The best solution isto have dynamic jitter buffersthat change
size in response to network conditions. Avaya equipment uses dynamic jitter buffers.

* Check for network congestion
* Bandwidth too small
* Route changes (can interact with network congestion or lack of bandwidth)

Configuring UDP ports

Communication Manager allows usersto configure User Datagram Protocol (UDP) port ranges that are
used by Vol P packets. Network data equipment uses these port ranges to assign priority throughout the
network. Communication Manager can download default values to the endpoint when those values are
not provided by the endpoint installer or the user.
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Media Encryption

This section provides information on the use and administration of Avaya Communication Manager
Media Encryption. Use any of the following links to go to the appropriate section:

What is media encryption?

Media encryption limitations

M edia Encryption requirements

License File requirement

Administering Media Encryption

Media Encryption Feature interactions

L egal wiretapping

Failure conditions

What is media encryption?

To provide privacy for media streams that are carried over I1P networks, Avaya Communication Manager
supports encryption for | P bearer channel (RTP Audio) between any combination of media gateways and
I P endpoints.

Digitally encrypting the audio (voice) portion of a Vol P call can reduce the risk of electronic
eavesdropping. P packet monitors, sometimes called sniffers, are to Vol P calls what wiretaps are to
circuit-switched (TDM) calls, except that an | P packet monitor can watch for and capture unencrypted |P
packets and can play back the conversation in real-time or storeit for later playback.

With media encryption enabled, Communication Manager encrypts | P packets before they traverse the | P
network. An encrypted conversation sounds like white noise or static when played through an I P monitor.
End users do not know that a call is encrypted because there are:

No visual or audible indicators to indicate that the call is encrypted.
No appreciable voice quality differences between encrypted calls and non-encrypted calls.
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Media encryption limitations

SECURITY ALERT!

A SECURITY ALERT:
Be sure that you understand these important media encryption limitations:

1. Any call that involves a circuit-switched (TDM) endpoint such as a DCP or analog

phoneis vulnerable to conventional wire-tapping techniques.

2. Any cdll that involves an IP endpoint or gateway that does not support encryption can
be a potential target for IP monitoring. A common example of thisisare | P trunks to 3rd-
party vendor switches.

3. Any party that is not encrypting an |P conference call exposes all parties on the IP call
between the unencrypted party and its supporting media processor to monitoring, even
though the other IP links are encrypting.

Media Encryption requirements

Table 19, Media Encryption requirements, on page 150 lists the supported hardware, software, and

firmware requirements for Media Encryption.

Table 19: Media Encryption requirements

Minimum Software or Firmware

Hardware AEA AES
Communication Manager MV 1.3 CM 2.0
Avaya | P phones:

4602 R1.8 N/A
4606 R1.8 N/A
4610 R2.0 R2.0
4612 R1.8 N/A
4620 R1.8 R2.0
4624 R1.8 R2.0
4630 R1.8 N/A
I P Softphone R4V 1 with R5
service pack 1
I P SoftConsole R1.5 R2
TN2302AP IP Media V47 V47
Processor circuit pack
IP Agent R5 R5

150
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Media Encryption does not work with these devices:
* Any gateway or |P endpoint that cannot support the Avaya Encryption Algorithm
* Any wired circuit-switched (TDM) telephone (digital or analog) or trunk

License File requirement

Media Encryption does not work unlessthe server hasavalid license file with Media Encryption enabled.
First check the current license file (Is Media Encryption currently enabled?) and if Media Encryptionis
not enabled, then you must install alicense file with Media Encryption enabled.

Is Media Encryption currently enabled?

To determine whether Media Encryption is enabled in the current License File:

1 Atthe SAT type display system-parameter s customer-options and press Enter to display the
Optional Features form.

2 Scroll to page 3 and ensure that the Medi a Encryption Over | Pfieldisy (Figure 15,
Media encryption field on Optional Features form, on page 151).

Figure 15: Media encryption field on Optional Features form

di spl ay system paraneters custoner-options Page 4 of 10
OPTI ONAL FEATURES

Energency Access to Attendant? y | SDN Feature Plus? y
Enabl e ' dadmi n’ Login? y | SDN Network Call Redirection? y
Enhanced Conferenci ng? n | SDN- BRI Trunks? y
Enhanced EC5007? y | SDN- PRI ? y
Ext ended Cvg/ Fwd Admi n? y Local Spare Processor? n
Ext ernal Device Al arm Adm n? y Malicious Call Trace? y
Five Port Networks Max Per MCC? y Medi a Encryption Over IP? y
Flexible Billing? y Mode Code for Centralized Voice Mail? y

Forced Entry of Account Codes? y
A obal Call Cdassification? y Mil tifrequency Signaling? vy
Hospitality (Basic)? y Multinmedia Appl. Server Interface (MASI)? n
Hospitality (G3V3 Enhancenents)? y Mil tinedia Call Handling (Basic)? n
IP Trunks? y Ml tinedia Call Handling (Enhanced)? n
Ml tinational Locations? n
| P Attendant Consoles? y Mil tiple | evel Precedence & Preenption? n
IP Stations? y Mil tiple Locations? y
Internet Protocol (IP) PNC? n Personal Station Access (PSA)? y

Media Encryption is enabled by default in the U. S. and other countries unless prohibited by export
regulations.
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This section contains Avaya Communication Manager administration procedures for:
¢ MediaEncryption for IP codec sets

* MediaEncryption for signaling groups

NOTE:
I P endpoints do not require any encryption administration, and end users do not have to do
anything to use media encryption.

Media Encryption for IP codec sets

The I P Codec Set form allows you to independently administer codec sets to use media encryption or not.
To administer media encryption on all codecsin an |P codec set:

1 Atthe SAT type change ip-codec-set <number> and press Enter to display the |P Codec Set form
(Figure 16, Media Encryption field on the IP Codec Set form, on page 152).

Figure 16: Media Encryption field on the IP Codec Set form

ﬂhange i p-codec-set 7 Page 1 of 1 \

| P Codec Set
Codec Set: 7
Audi o Si |l ence Frames Packet
Codec Suppression Per Pkt Size(ns)
1. G711MJ n 2 20
2: G 729B_ n 1 10
3: _ _
4: _ _
5: _ _
6: _ _
7: _ _
Medi a Encryption:
1: aes
2: aea

N /

2  Administer theMedi a Encrypt i on field to one of the valuesin Table 20, Media Encryption
Field Values (1P Codec Set), on page 153:

NOTE:
The option that you select for the Medi a Encr ypt i on field for each codec set applies
to all codecs defined in that set.

NOTE:

Thisfield ishidden if the Medi a Encrypti on Over | Pfield onthe Customer
Optionsform (Figure 15, Media encryption field on Optional Featuresform, on page 151)
isn.
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TheMedi a Encryption field appearsonly if the Media Encryption over IP feature is enabled in the
licensefile (and displays as y on the Customer Options form).

TheMedi a Encryption field specifiesone, two, or three options for the negotiation of encryption —
aes, aea, and none. The order in which the options are listed signifies the preference of use, similar to the
list of codecsin acodec set. Two endpoints must support at |east one common encryption option for a call
to be completed between them.

The selected options for an |P codec set appliesto all codecs defined in that set.

Table 20: Media Encryption Field Values (IP Codec Set)

Valid entries | Usage

aes Advanced Encryption Standard (AES), a standard cryptographic algorithm for use
by U.S. government organizations to protect sensitive (unclassified) information.
AES reduces circuit-switched-to-1P call capacity by 25%.

aea Avaya Encryption Algorithm. AEA is not as secure an algorithm as AES but call
capacity reduction with AEA isnegligible.

Use this option as an alternative to AES encryption when:

¢ All endpoints within a network region using this codec set must be
encrypted.

¢ All endpoints communicating between two network regions and
administered to use this codec set must be encrypted.

none Media stream is unencrypted. This option prevents encryption when using this
codec set and is the default setting when Media Encryption is not enabled.

NOTE:
Theinitial default value for thisfield isnone when the Media Encryption Over IP field in
the Optional Features screen (on the Customer Options form) is enabled (y) for the first
time. If thisfield is n, the Media Encryption field on the | P Codec Set screen is hidden
and functions as if none was selected.

The following table lists the mapping between the Media Encryption values used in Communication
Manager Release 1.3 and Release 2.0.
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Table 21: Media Encryption field values (IP Codec Set form)

Communication Communication
Manager Manager
Release 1.3 Release 2.0

Field value Field value
always aea
preferred 1 aea

2 none
optional 1 none

2 aea
never none

Media Encryption for signaling groups

To administer Media Encryption for an IP signaling group:

1 Atthe SAT typechangesignaling-group <number> to display the Signaling Group form (Figure
17, Media encryption and passphrase fields for signaling groups, on page 154).

Figure 17: Media encryption and passphrase fields for signaling groups

ﬂhange signaling-group 1 Page 1 of 5\

SI GNALI NG GROUP

G oup Nunmber: 1 Group Type: h.323
Renpte Office? n Max nunber of NCA TSC:. 0
Max nunber of CA TSC: 0
Trunk Group for NCA TSC
Trunk Group for Channel Selection:
Suppl enentary Service Protocol: a

Near - end Node Narme: Far - end Node Nane:
Near-end Listen Port: 1720 Far-end Listen Port:
Far-end Network Region:
LRQ Required? n Calls Share | P Signaling Connection? n
RRQ Requi red? n
Medi a Encryption? y Bypass If | P Threshol d Exceeded? n

Passphr ase:
Direct |IP-1P Audio Connections? y
I P Audi 0 Hairpinning? vy

K I nt erwor ki ng Message: PROG ess J
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2 TypeyintheMedi a Encrypti on field to enable Media Encryption on trunk calls using this
signaling group.

NOTE:

Leaving thisfield in the default state (n) overrides the encryption administration on the IP
Codec Set form (Figure 16, Media Encryption field on the IP Codec Set form, on page
152) for any trunk call using this signaling group. That is, if the IP codec set that is used
between two networks is administered as aes or aea (Table 20, Media Encryption Field
Values (1P Codec Set), on page 153), then a call between two endpoints over aH.323
trunk using this | P codec set fails because there is no voice path.

NOTE:
Thisfield does not display if theMedi a Encryption Over | Pfieldisnonthe
Customer Optionsform (Figure 15, Media encryption field on Optional Featuresform, on

page 151).

3 Typean 8- to 30-character string in the Passphr ase field. This string:
* Must contain at least 1 alphabetic and 1 numeric symbol.
¢ Caninclude letters, numerals, and & *2,A(),.:-.
* |scase-senditive.

You must administer the same passphrase on both signaling group forms at each end of the IP
trunk connection. For example, if you have two systems A and B with trunk A-B between them,
you must administer both Signaling Group forms with exactly the same passphrase for the A-to-B
trunk connection.

If you have previously administered a passphrase, a single asterisk (*) appearsin thisfield. If you
have not administered a passphrase, the field is blank.

NOTE:
This field does not display if either the

* Media Encryption Over | Pfieldon the Customer Optionsform (Figure
15, Media encryption field on Optional Features form, on page 151) isn.

or

e Medi a Encrypti on field on the Signaling Group form (Figure 17, Media
encryption and passphrase fields for signaling groups, on page 154) is n.
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Status Screens

The current status of encryption usage by stations and trunks can be viewed using the status station and
status trunk commands.

To check media encryption usage for a station, use the SAT command, status station <extension>, and
go to the Connected Ports page.

Figure 18: Connected ports screen

ﬂt atus station 60042 Page 5 of 5 SPE}

CONNECTED PORTS
src port: src port:
MP HP
ip-start: 172. 16. 19.111:58784
ip-end: 172. 16. 19.221:2052 0780908
audi o: G 711MJ e: aes ss:off pkt:30ns

ip-start:
i p-end:
audi o:

ip-start:
i p-end:
audi o:

dst port: dst port:

. /

This screen shows that a port is currently connected and using a G711 codec with AES media encryption.

To check media encryption usage for atrunk, use the SAT command, status trunk <group/member>.

Figure 19: Media encryption status for a trunk group 30, member 1

ﬂt atus trunk 30/5 SPE A\

TRUNK STATUS

Trunk Group/ Menmber: 030/ 005 Service State: OOS/ FE-idle
Port: T00400 Mai nt enance Busy? no
Signaling Goup ID CA-TSC state: none

Connected Ports:

Por t Near-end | P Addr : Port Far-end | P Addr : Port
Q 931:
H. 245:
Audi o:

H. 245 Tunneled in Q 931? no
Audi o Connection Type: ip-tdm Medi a Encryption: none /

This screen shows that trunk 5 is currently using no media encryption.

156 Administration for Network Connectivity
November 2003



Network quality and management 3
Media Encryption

Legal wiretapping

If you receive a court order requiring you to provide law enforcement access to certain calls placed to or
from an IP endpoint, you can administer Service Observing permissions to a selected target endpoint (see
Service Observing in Table 22, Media Encryption interactions, on page 158). Place the observer and the
target endpoint in a unique Class of Restriction (COR) with exactly the same properties and calling
permissions as the original COR, otherwise the target user might be aware of the change.

Failure conditions

Using Media Encryption in combination with an administered security policy might lead to blocked calls
or call reconfigurations because of restricted media capabilities. For example, if the |P codec set that is
used between two network regions is administered as aes and/or aea (Table 20, Media Encryption Field
Values (1P Codec Set), on page 153), then a call between two endpoints that do not support at least one
common encryption option (onein each region) is set up, but thereis no voice path.
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Media Encryption Feature interactions

Media Encryption does not affect most Communication Manager features or adjuncts, except for those
listed in Table 22, Media Encryption interactions, on page 158.

Table 22: Media Encryption interactions

158

Interaction

Description

Service Observing

Y ou can Service Observe a conversation between encrypted
endpoints. The conversation remains encrypted to all outside
parties except the communicants and the observer.

Voice Messaging

Any call from an encryption-enabled endpoint is decrypted
beforeit is sent to a voice messaging system. When the
TN2302AP IP Media Processor circuit pack receives the
encrypted voice stream, it decrypts the packets before sending
them to the voice messaging system, which then storesthe
packets in unencrypted mode.

Hairpinning

Hairpinning is not supported when one or both media streams
are encrypted, and Avaya Communication Manager does not
request hairpinning on these encrypted connections.

FAX

The TN2302AP IP Media Processor supports a proprietary
form of FAX relay (aT.38 standard) that is activated
automatically when the circuit pack detects FAX datawithin
the audio stream. The TN2302AP IP Media Processor encrypts
the FAX dataif the selected codec set is administered for media
encryption (see Media Encryption for IP codec sets).

VPN

Media encryption complements virtua private network (VPN)
security mechanisms. Encrypted voice packets can pass
through VPN tunnels, essentially double-encrypting the
conversation for the VPN “leg” of the call path.

H.323 trunks

Media Encryption behavior on acall varies based on these
conditions at call set up:

* Whether shuffled audio connections are permitted,
*  Whether the cal isan inter-region call,

¢  Whether IPtrunk calling is encrypted or not,

* Whether the | P endpoint supports encryption, and

* The mediaencryption setting for the affected | P codec
Sets.

These conditions also affect the codec set that is available for
negotiation each time acall is set up.
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Network management

Link Recovery

The H.248 link between a media server running Avaya Communication Manager and a media gateway,
and the H.323 link between a media gateway and an H.323-compliant | P endpoint, provide the signaling
protocol for

e Call setup
e Call control (user actions such as Hold, Conference, or Transfer) while the call isin progress
e Cadl tear-down

If thelink goes down, Link Recovery preserves any existing calls and attempts to re-establish the original
link. If the gateway/endpoint cannot reconnect to the origina server/gateway, then Link Recovery
automatically attempts to connect with alternate TN799DP (C-LAN) circuit packs within the original
server’s configuration or to a Local Spare Processor (LSP).

Refer to Maintenance Procedures, 555-245-103, for details of the Link Recovery process and
administration options.

Avaya Policy Manager

Avaya Policy Manager is a network management tool that allows you to consistently control Quality of
Service (QoS) policiesin your |IP voice network:

* Avaya Policy Manager helps you implement QoS policies consistently to both the data and the
voice networks.

* QoS policiesare assigned according to network regions and are distributed through the Enterprise
Directory Gateway to your systems and to routers and switching devices.

Figure 20, Avaya Policy Manager application sequence, on page 160 illustrates how Avaya Policy
Manager works.
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Figure 20: Avaya Policy Manager application sequence

@

LDAP

@

APM Rule:
Voice traffic gets

low latency service

Directory

®

SNMP, Telnet, etc.

\ Enterprise Directory
Gateway (EDG)
“Mark audio packets
with DiffServ value 46”

Give low latency
service to packets with
a DiffServ value of 46

OSSlI

C Avaya
ROUTERS and SWITCHES

equipment

fedfapm1 KLC 080902

Figure notes

Business rule established in Avaya Policy Manager 5  Communication Manager tells
the Media Processor, CLAN,
and | P Phones to mark audio
packets with DSCP=46.

Avaya Policy Manager
distributes policy information

2 AvayaPolicy Manager uses LDAP to update
Communication Manager

3  Enterprise Directory Gateway (EDG) identifiesthe
change in the directory.

4  EDG updates Communication Manager to other network devices,
administration through the Ethernet switch including low latency service
for DiffServ value of 46.

For more information about Avaya Policy Manager, see your Avaya representative.

Avaya VoIP Monitoring Manager

The Avaya Vol P Monitoring Manager, a Vol P Network Quality monitoring tool, allows you to monitor
these quality-affecting network factors:

e Jitter levels

* Packet loss

* Delay

* CODECsused
* RSVPsatus

For more information about Avaya Vol P Monitoring Manager, see your Avaya representative.
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4 Administering dedicated
networks

This chapter contains these main sections:

¢ Distributed Communications System contains a description of DCS and the features that can be
used transparently on a DCS network. This section also contains a description of some pre-
requisite DCS features:

— Prerequisite DCS administration
— DCSsignaling
— Gateway switch
— ltalian DCS Protocol
— DCS configurations with AUDIX
* QSIG contains adescription of QSIG and how to administer it.
— Overview
— QSIG/DCS interworking
— Offer leve functionality
— Basic call setup
— Transfer into QSIG Message Center
— Value-Added (VALU) MS|
— QSIG Centralized Attendant Services (CAS)
— Call-independent Signaling Connection (CISCs)
— NCA-TSC
— Migrating to QSIG: some considerations

¢ Centralized Attendant Service contains a description of CAS and features, considerations, and
feature interactions.

— CAS description
— Administering CAS
* Extended Trunk Access contains description, administration, and feature interactions for ETA.
— Extended Trunk Access (ETA) description
— Administering Extended Trunk Access

¢ Inter-PBX Attendant Service contains description, administration, and feature interactions for
Inter-PBX Attendant Service.

— Inter-PBX Attendant Service (IAS) description
— Administering Inter-PBX Attendant Service
— Inter-PBX Attendant Service interactions
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* |SDN Feature Plusisadescription of ISDN Plus networking capabilities.
— |ISDN Feature Plus description
— Administering ISDN Feature Plus
— Differencesin Inserted Digitsfield

— Interrogation
¢ Centralized Voice Mail describes how to administer Centralized VVoice Mail with Mode codes.

— Centralized Voice Mail description

— Configuration requirements
— Administering Centralized Voice Mail

* Japan TTC Q931-aisabrief description of Japan TTC private networking protocols.
— Japan TTC Q931-a description
— TTC Basic Call Setup with Number Identification Supplementary Service
— TTC Q931-aProtocols
— Administering Japan TTC Q931-a

NOTE:
See Appendix B, “ Feature interactions and considerations’ for feature interaction
information and other considerations for using the features described in this chapter.

Distributed Communications System

Distributed Communications System (DCS) allows you to configure 2 or more switches asif they werea
single, large switch. DCS provides attendant and voice-terminal features between these switch locations.
DCS simplifies dialing procedures and allows transparent use of some of the Communication Manager
features. (Feature transparency means that features are available to all users on DCS regardless of the
switch location.)

Table 23, DCStopics, descriptions, and administration links, on page 163 give you linksto the main DCS
topics, descriptions, and to the administration procedures.
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Table 23: DCS topics, descriptions, and administration links

D-channel (DCS+)

Asynchronous PPP
over analog trunks

ISDN/X.25 gateway
Italian DCS Protocol

Topic Description Administration
(link) (link) (links)
Prerequisite DCS ¢ Uniform Dial Plan * |Inorder to configure a network
administration using DCS, Uniform Dial Plan
(UDP) must be administered on
your systems. For more
information on UDP
administration see the
Administrator’s Guide for Avaya
Communication Manager.
Pri N K * Administering Private Network
Ivate Networ Access
Access -
e Extension Number e Administering Extension Number
— Portabilit
Portability Tonaiy
DCS signaling e DCSover ISDN-PRI ¢ Administering DCS+ over ISDN-

PRI D-channel

Administering Italian DCS
(Enhanced DCS)

DCS configurations
with AUDIX

Administering a 2-node private
network with AUDIX

Administering a 3-node
public/private network with
AUDIX

Prerequisite DCS administration

Before administering Communication Manager for DCS you must first complete these administration

procedures:
¢ Uniform Dia Plan
* Private Network Access

e Extension Number Portability

Uniform Dial Plan

In order to configure a network using DCS, Uniform Dial Plan (UDP) must be administered on your
systems. For more information on UDP administration see the Administrator's Guide for Avaya

Communication Manager.
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Private Network Access

Use Private Network Accessto allow callsto other switching systemsin aprivate network. These callsdo
not use the public network. They are routed over customer-dedicated facilities.

Administering Private Network Access

To administer Private Network Access fill out the forms and fields asindicated in Table 24, Private
Network Access administration, on page 164.

Table 24: Private Network Access administration

Screen Field

Trunk Groups ¢ Group Typefield is access, aplt, tandem,
ACCESS tie, or isdn.
APLT * Service Typefieldisaccess, tie, or tandem.
:EBHERRII ¢ Complete COR digit treatment and common
Tand ) type fields for tie trunk groups associated

andem with a private network.

Class of Restriction * Advanced Private Line Termination

Feature Access Code (FAC) ¢ Automatic Alternate Routing Access Code

Diaplan Analysisform e All

AAR and ARS Digit e All

Conversion Table

Node Number Routing e All

Station * COR

NOTE:

Private networks can include:

¢ Common-control switching arrangement (CCSA)

— Unless prohibited by the COR, al incoming private network trunks, except CCSA,
can access outgoing trunks without attendant or terminal-user assistance. All
incoming CCSA calls must route to an attendant or aterminal user.

— When off-network calling is part of the CCSA and EPSCS, long-distance calls
route as far as possible over these networks before terminating on the public
network. Thus, chargesfor toll calls are reduced. The COR you administer to
individua system users determines whether access to this capability is allowed or
denied.

¢ Distributed Communications Systems (DCS) and Enhanced DCS (EDCS)
¢ Electronic tandem network (ETN)

¢ Enhanced private-switched communications service (EPSCS)

¢ Tandem-tie-trunk network (TTTN)
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¢ |talian Traslatore Giunzione Uscente/Entrante/Interno (TGU/TGE/TGI) trunks. These
trunks provide private network access between 2 switching systems. They also provide
some feature transparency for COR (Inward Restriction), DID (when reaching busy
stations), and Intrusion.

* QSIG Trunks (for more information, see Overview on page 182)
* [P Trunks

Extension Number Portability

The ENP Numbering Plan allows you to set 4- or 5-digit extensions in the ENP subnetwork to a 7-digit
AAR-like number that is sent to other nodes in the network. Only the first 1 or 2 leading digits of the
extension are significant. ENP Codes are distinguished from AAR location codes because ENP Codes are
home on every node within the ENP subnetwork, and ENP Codes are administered in the ENP
Numbering Plan table aswell asin the AAR Analysistable. Since ENP Codes are home on every node,
they cannot be used as AAR location codes.

UDP extensions are converted to ENP numbers if node number routing is specified for the extensionsin
the UDP table.

NOTE:
One ENP codeisrequired for a4-digit ENP subnetwork. A 5-digit UDP requires one ENP
code for each leading digit of extensions used within the ENP subnetwork.

DCS message signaling links are not required to support ENP. As aresult, many multiple switch

configurations are possible with ENP. Typically the ENP network will be a subnetwork of a UDP or
Electronic Tandem Network (ETN).

Administering Extension Number Portability

To administer ENP fill out the forms and fields asindicated in Table 25, Extension Number Portability
administration, on page 165.

Table 25: Extension Number Portability administration 1 of 2

Screen Field

AAR and ARS Digit Conversion Tables ¢ Assignall 3-digit ENP
codes as home, and if
using a5-digit UDP,
associate the ENP codes
with the leading, or

10 thousands, digit (that
is, the fifth digit of the
extension). For example,
for extension number
73446, “7" isthe 10
thousands digit.

lof2
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Table 25: Extension Number Portability administration 2 of 2

Screen Field

Extension Number Portability Numbering Plan ¢ Associate the leading
one or two digits of
extensionsin the ENP
subnetwork with a 3-
digit ENP code, used to
construct a 7-digit AAR-
like ENP number.

Node Number Routing * Associate aroute pattern
with each node in the
ENP subnetwork.

Uniform Dialing Plan e Ext Code field Enter
the number of digitsin
the plan (4 or 5) and the
Extension Codes for
non-home extensionsin
the ENP subnetwork as
ENPNode (node number
routed).

20f 2

DCS signaling

In addition to tie-trunk connections for the transmission of voice and call-control data, DCSrequiresa
special signaling connection to carry the information needed to make the DCS features work.

This signaling connection, or link, between two switchesin a DCS network can be implemented in one of
three ways:

¢ Over an Integrated Services Digital Network (ISDN) - Primary Rate Interface (PRI) signaling (or
“D") channel (see DCS over ISDN-PRI D-channel (DCS+)).

¢ Over Asynchronous PPP over analog trunks
¢ Over ISDN/X.25 gateway
* Over aTCP/IP— either
— point-to-point protocol (PPP) connection

or
— 10/100Base-T Ethernet connection
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Gateway switch

When a DCS network uses a mixture of two or three of the different DCS signaling types, one or more
switches in the network must act as a gateway. A gateway switch is connected between two switches
using different signaling protocols, enabling the two end switches to communicate by converting the
signaling messages between the two protocols. A gateway switch can provide conversion between two or
all three of the signaling protocols, but only one protocol can be used for DCS signaling between any two
switches.

DCS over ISDN-PRI D-channel (DCS+)

AT&T SDN, aswell as MCI N-Quest Service provide for the transmission of the DCS protocol acrossthe
public network, as avirtua private network. DCS Over ISDN-PRI D-channel (DCS+) permits access to
the public network for DCS connectivity between DCS switch nodes.

ISDN B-channel (bearer)

ISDN is awidely-adopted means of private networking that uses the 24-channel ISDN-PRI trunk with a
bandwidth of 1.544 Mb/sec. Channels 1-23 are used for voice (bearer) data, digitized conversations that
can be interleaved among the 23 bearer channels.

ISDN D-channel (signaling)

Channel 24 isreserved for call signaling messages that perform basic call set-up, maintenance, and tear-
down aswell as DCS+ or QSIG messages that can seamlessly integrate two switches in different
locations of an enterprise network.

MA-UUI

DCS Over ISDN-PRI utilizes the M essage-Associated User-to-User Information (MA-UUI) and
Temporary Signaling Connections (TSC) to transport certain DCS control information (see Temporary
signaling connections (TSC)). MA-UUI allows additional user-specific information to be transported
along with certain ISDN call-control messages.

NOTE:

Use thisfeature only over DS1/E1 or T1 circuit packs that are administered to Country
Protocol Option 1, Protocol Version A (even in a private network environment)
independent of what country the systemisin.

DCS+ configurations

DCS+ network configurations can be:

¢ TCP/IPDCS network — A DCS network configured with 2 or more switches using TCP/IP (PPP
or 10/100BaseT Ethernet) signaling for transporting DCS feature transparency information.

* Traditional DCS network — A DCS network configured with 2 or more switches using BX.25
signaling for transporting DCS feature transparency information.

* D-channel DCS network (private network only) — A DCS network that includes a switch using
the ISDN-PRI D-channel DCS transparency information (D-channel signaling). ISDN-PRI
facilities with this type of network use only private-line facilities.
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¢ D-channel DCS network (public network access/egress) — A DCS network that includes a switch
using D-channel signaling. At least one of these ISDN-PRI facilities uses a public network | SDN-
PRI.

* Integrated DCS network (private network only) — A DCS network that contains a variety of
switches using TCP/IP, BX.25, or D-channel signaling methods. At least one Avaya switch serves
as an ISDN-PRI DCS Gateway node. This node can interwork DCS transparency information
between the three signaling protocols.

An ISDN-PRI DCS Gateway node provides backward compatibility to existing traditional DCS
networks.

* Integrated DCS network (public network access) — The same as D-channel DCS Network
(Private Network Only), but the D-channel of at least one ISDN- PRI facility uses apublic
network ISDN-PRI.

For more information on DCS+ configurations use these links to the ATAC 2003 Connectivity Guide:
¢ Associates: http://associate?.avaya.com/sales market/tools/proposal-create/ CG/

¢ Business Partners: https:.//www.avaya.com/doc/gpp/public/? requestid=102567 (does not
include a Chapter on UPS Power)

¢ All others: http://www.avayaups.com/ (Website outside the Avayafirewall and available to
customers)

Temporary signaling connections (TSC)

A TSC provides atemporary signaling path through ISDN switches for exchanging supplementary
serviceinformation on ISDN-PRI D-channels. Thereisno B-channel related to the connection; no data or
voice transmissions take place.

There are two types of temporary signaling connections;
e Call Associated TSC
* Non-Call Associated (NCA-TSC)

Call Associated TSC

Call Associated TSC (CA-TSC) refersto a service for exchanging USER INFORMATION messages
associated with an ISDN B-channel connection by the call reference value of the call control data
packets. On an Avaya switch, this type of TSC is used only for DCS features on ISDN-PRI Signaling
Groups administered with Supplementary Service Protocol a.
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Non-Call Associated (NCA-TSC)

An NCA-TSC is a connection not related with any ISDN B-channel connections. Communication
Manager supports two types of NCA-TSC that conform to two different protocol standards:

The AT&T type of NCA-TSC is used for the DCS Over ISDN-PRI D-channel and DCS AUDIX
applications. Only ISDN-PRI Signaling Groups administered with Supplementary Service
Protocol a support AT& T NCA-TSCs.

AnAT&T NCA-TSC isan administered virtual connection established for exchanging USER
INFORMATION messages on the ISDN D-channel. Once an AT& T NCA-TSC has been
administered and enabled, it is active for an extended period of time. There are two types of
administered NCA-TSCs depending on their setup mechanism:

— Permanent (can be established by near-end or far-end)
— As-needed

Once enabled, a permanent NCA-TSC remains established while the system is running. If the
permanent NCA-TSC drops for any reason, the system attempts to reestablish the connection. An
as-needed administered NCA-TSC is established based on user request and the availability of
TSC facilities. The connection drops after an administered period of inactivity.

The system can transport DCS or DCS AUDI X messages over an |SDN-PRI D-channel and over
BX.25 data links when functioning as a gateway between a switch equipped with DCS Over
ISDN-PRI D-channel and a switch equipped with traditional DCS using BX.25 data links. In this
situation, the messages travel from the gateway through the NCA-TSCs or CA-TSCsto TSC-
capable switches and from the gateway to switches that support only traditional DCSviaaBX.25
logical channel.

At least one switch must be configured as an ISDN DCS Gateway node in a DCS network that
consists of switches that support DCS Over ISDN-PRI D-channel and PBX s that do not support
the feature. Switches directly connected to AUDIX systems serve as Gateway nodes.
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Administering DCS+ over ISDN-PRI D-channel

To administer DCS+ fill out the forms and fields asindicated in Table 26, DCS+ administration, on page
170.

Table 26: DCS+ administration

Screen Field

Signaling Group ¢ Max number of NCA TSC

* Max number of CA TSC

* Trunk Group for NCA TSC

* Administered NCA TSC Assignment fields
* Service/Festure

* Inactivity Time-out (min)

ISDN TSC Gateway Channel e All

Assignments

Trunk Group (ISDN-PRI) ¢ Used for DCS Node Number DCS
Signaling

e NCA TSC Trunk Member

Route Pattern e TSC
¢ CA TSC Request

Processor Channel Assignment * Application
Feature-Related System * Record TSCsfor CDR
Parameters

NOTE:

There are several differences in administration between switches. For example, PRI is
translated allittle differently in Avaya DEFINITY G3r when traditional DCS and this
feature are used in combination. On systems with AUDIX in a DCS environment, an
additional column has been added to the Signaling Group screen so you can specify which
AUDIX system and switch to use. When traditional DCS and DCS+ (over ISDN D-
channel) are used in combination, translations are also different.

Asynchronous PPP over analog trunks

Asynchronous linking also provides the capability of DCS connectivity over analog trunks. A router and
an external modem help provide this capability. The router converts the Ethernet | P packets to be
transmitted over analog facilities using PPP via the external modem.
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ISDN/X.25 gateway

An Avaya switch can serve as an interface between switches that support the D-channel signaling feature
and those that do not support this feature. The switch providing thisinterface is known as the ISDN-DCS
Gateway node and provides backward compatibility to existing traditional DCS networks.

It maintains a mapping between processor channels and Administered NCA-TSCs. When aDCS D-
channel message arrives on an Administered NCA-TSC acting as a gateway, it is converted to a
traditional DCS message and sent out through the processor channel that has been administered to map to
this Administered NCA-TSC. Likewise, when atraditional DCS message arrives at the gateway node on
aprocessor channel acting asagateway, it is converted to a DCS D-channel message and sent out through
the Administered NCA-TSC that has been associated with this processor channel on the ISDN Gateway
Channel screen.

A gateway is required whenever atransition is being made from BX.25 signaling to D-channel signaling.
When the transition takes place at a switch that sits between that part of the network that supports D-
channel DCS and that part that does not, that switch isan ISDN-DCS Gateway. A DCS network
consisting entirely of switches that support D-channel DCS never requires an ISDN-DCS Gateway
because none of the switches require “trandlation” to/from BX.25.

Italian DCS Protocol

Italian DCS Protocol (also known as Enhanced DCS) adds features to the existing DCS
capabilities. EDCS is used primarily in Italy. EDCS adds the following features:

¢ Exchanging information to provide class of restriction (COR) checking between switchesin the
EDCS network

* Providing call-progress information for the attendant

* Allowing attendant intrusion between amain and a satellite

* Allowing amain switch to provide DID/CO intercept treatment rather than the satellite switch.
NOTE:
EDCS s not compatible with DCS Over/Under ISDN-PRI. With EDCS, al nodes must

use EDCS. If used with ISDN-PRI, configure the switch asaDCS node. Also, DCS-1SDN
display enhancements are not currently available in EDCS.

Administering Italian DCS (Enhanced DCS)

Screen Field

Feature-Related System Parameters e |TALIAN DCSPROTOCOL
Italian Protocol Enabled

e Apply Intercept Locally
e Enforce PNT-to-PNT Restrictions
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DCS configurations with AUDIX

The following two examples provide details for setting up two basic DCS networks:
¢ Administering a 2-node private network with AUDIX

¢ Administering a 3-node public/private network with AUDIXThe first is a two-node network and
the second is a three-node network. These examples use BX.25 and D-Channel signaling
connections.

Administering a 2-node private network with
AUDIX

Figure, , on page 172 shows a 2-node DCSYAUDIX D-channel network. In this configuration, DCS
feature transparency is achieved exclusively through the exchange of user-to-user information on the D-
channel using one of the three methods discussed earlier — MA-UUI, CA-TSCs or NCA-TSCs.
Although NCA-TSCs are nothing more than virtual connections on the D-channel, they are shown as
independent entities in the diagram for the purposes of clarity. Administered TSC 2/1 (that is, the first
Administered NCA-TSC of signaling group 2) of Switch A is connected to TSC 4/1 of Switch B. This
virtual connection is used in the exchange of user-to-user information for DCS features not associated
with any current B-channel connection.

Notice that for AUDIX, aBX.25 datalink is no longer required between the host switch and the remote
switch(es). AUDIX messages between the AUDIX system and the remote switch will use the AUDIX
Gateway functionality of the host switch and will be transported to the remote switch viaan NCA-TSC.
Specifically, AUDIX messages destined for Switch B will arrive at Switch A on Link 1, Channel 2
(processor channel 57), be converted to ISDN-PRI Q.931 format and sent out via Administered NCA-
TSC 2/2.

Thisisaccomplished by administering processor channel 57 as a gateway and mapping it on the gateway
screen to Administered NCA-TSC 2 of signaling group 2 that is also administered as a gateway.

Figure 21: 2-Node private network

Avaya equipment Avaya equipment

AUDIX BX.25
Link 1 or Ethernet 1 link 2 D Channel 1
11 p--AUDIX1__ 11y Tsconl}.-PCS102 141 1sc
1o |- AUDIX2 |12 oy 22]  AUDIX2 | 4

cydf2npr KLC 080902

The following tables show you how you would compl ete each of the necessary screens.
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AUDIX administration
e AUDIX Trandlations screen

Switch AUDIX Switch Logical Data
Number Port Port” Channel Link
1 1 59 1 1
2 2 57 2 1

*  Switch Port refers to the processor channel that is used for AUDIX in the
switch.

Communication Manager administration (switch 1)
¢ Dia Plan Analysis screen

Dialed

String Total Length Call Type
4 4 ext

5 4 ext

¢ Uniform Dia Plan screen

Matching Insert

Pattern Len Del Digits Net
5 4 0 222 aar
6 4 0 223 aar

* AARDigit Conversion screen

Matching Replacement
Pattern Min | Max | Del | String Net | Conv
221 7 7 3 - ext | n

* AARAnalysisTable

Rte
Dialed String | Min | Max | Pat Call Type | Node Num
222 7 7 2 aar 2
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¢ Signaling Group screen (signaling group 2)

TSC Local | Enabled | Establish Dest. | Far-end Appl.
Index | Ext. Ext. Switch-I1D

1 4900 y permanent 5000 |2 dcs

2 4901 y permanent 5901 | - gateway

¢ Trunk Group screen

Group Switch
# Grp Type Used for DCS | DCS Sig. Method | ID
2 isdn-pri y d-chan 2

* Routing Pattern screen

Routing Trunk Group CA-TSC
Pattern # # FRL Del TSC | Request
2 2 0 3 y at-setup

¢ Gateway Channel screen

Signaling Group | TSC Index | Processor Channel Application

2 2 57 audix

*  Processor Channel screen

Proc Remote

Channe Inter. Proc. Switch
I Application | Link | Channel | Channel ID

57 gateway 1 2 2 -

59 audix 1 1 1 1

Communication Manager administration (switch 2)
¢ Dia Plan Analysis screen

Dialed
String Total Length Call Type
4 4 ext
5 4 ext
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e Uniform Dial Plan screen

Matching Insert
Pattern Len Del Digits Net
4 4 0 221 aar

* AARDigit Conversion screen

Replacement

Matching Pattern | Min | Max | Del | String Net | Conv
222 7 7 3 - ext [ n

* AARAnalysisTable
Dialed Node
String Min Max Rte Pat | Call Type Num
221 7 7 1 aar 1

¢ Signaling Group screen (signaling group 4)

Far-

TSC Loca | Enable endExt | Appl
Index | | Ext. | d Establish Dest. Switch-1D
1 5000 |y permanent 4900 1 dcs
2 5001 |y permanent 4901 - audix

¢ Trunk Group screen
Group DCS Sig.
# Grp Type Used for DCS? | Method PBX ID
1 isdn-pri y d-chan 1

* Routing Pattern screen
Routing Trunk CA-TSC
Pattern# | Group# | FRL | Del | TSC | Request
1 1 0 3 y at-setup
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Administering a 3-node public/private
network with AUDIX

The D-channel signaling feature expands the domain of DCS networks by supporting configurations that
include public network ISDN facilities utilizing network services including Software Defined Network
(SDN). By diminating the need for dedicated private line facilities, this feature allows geographically
dispersed DCS networks to be cost effective. Figure, , on page 176 shows a 3-node network.

Figure 22: 3-Node public/private network

Avaya equipment Avaya equipment

BX.25

AUDIX
1 or Ethernet 1 link 2 D Channel 1

1 f-AUDIXT_ 191 tscam|.-PESL02 |41 7sc

vo |- AuDIX2 _up 22 AUDIX2 |
2/3 | DCS1t03 . |. . )
A3 (18 24 _AUDIX3_ |5 TSC
s 1O @ e1 o
Al D DI D
Ui C Ci
DI S Si C
I : i h
Xi 1i 2 a
. ! to; tol n
Avaya equipment 3. 3 3 n
i Pe
Py
13 b AUDIX3 ... 1
Tsc 1/2|--PCS. 1103 . AT&T SDN or
MCI/Worldcom
11 ]--PEs2w03 ) NGuest Service
1 D Channel
cydf3npp KLC 080902

The following tables show you how you would complete each of the necessary screens.

AUDIX administration
¢ AUDIX Translations screen

Switch AUDIX SwitEh Logical Data
Number Port Port Channel Link
1 1 59 1 1
2 2 57 2 1
3 3 58 3 1

*  Switch Port refersto the processor channel that isused for AUDIX inthe PBX.
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Communication Manager administration (switch 1)
¢ Dia Plan Analysis Table

Dialed
String Total Length Call Type
4 4 ext
5 4 ext
6 4 ext

¢ Uniform Dial Plan Table

Location

Ext Code Type Code
5xxX UDPcode 222
BXXX UDPcode 223

* AAR Digit Conversion screen

Administering dedicated networks 4
Distributed Communications System

Matching Replacement
Pattern Min | Max | Del | String Net | Conv
221 7 7 3 - ext | n
* AARAnalysisTable
Dialed String Min | Max | Rte Pat | Call Type | Node Num
222 7 7 2 aar 2
223 7 7 3 aar 3
e Signaling Group screen (signaling group 2)
TSC Local Dest. | Far-end
Index | Ext. Enabled | Establish Ext. PBX-ID | Appl
1 4900 y permanent 5000 | 2 dcs
2 4901 y permanent 5901 - gateway
3 4902 y permanent 6902 | 3 dcs
4 4903 y permanent 6903 - gateway
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¢ Trunk Group screen

Group
# Grp Type | Used for DCS? | DCS Sig. Method | PBX ID
2 isdn-pri y d-chan 2
3 isdn-pri y d-chan 3

* Routing Pattern screen
Routing Trunk CA-TSC
Pattern # Group # FRL | Del | TSC | Request
2 2 0 3 y at-setup
3 3 0 3 y at-setup

¢ Gateway Channel screen
Signaling Processor
Group TSC Index | Channel Application
2 2 57 audix
2 4 58 audix

* Processor Channel screen

Remote

Proc Inter. Proc.
Channel | Application | Link | Channel | Channel PBX ID
59 audix 1 1 1 1
57 gateway 1 2 2 -
58 gateway 1 3 3 -

¢ Dia Plan Analysis Table

Communication Manager administration ( switch 2)

Dialed

String Total Length Call Type
4 4 ext

5 4 ext

6 4 ext
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e Uniform Dial Plan screen

Ext Code Type Location Code
AXXX UDPcode 221
BXXX UDPcode 223

* AAR Digit Conversion screen

Matching Replacement
Pattern Min | Max | Del | String Net | Conv
222 7 7 3 - ext n

* AARAnalysisTable

Dialed String | Min | Max | Rte Pat | Call Type Node Num

221 7 7 1 aar 1

223 7 7 3 aar 3

¢ Signaling Group screen

Signaling group 4

TSC Local | Enabled | Establish Dest. | Far-end | Appl.
Index | Ext. Ext. PBX-1D

1 5900 y permanent 4900 1 dcs

2 5901 y permanent 4901 - audix

Signaling group 5

Loca | Enable
TSC I d Establish Dest. | Far-end | Appl.
Index Ext. Ext. PBX-ID
1 5905 |y permanent 6905 3 dcs
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¢ Trunk Group screen

Used DCS
Group for Sig. NCA-TSC
# Grp Type | DCS? Method | PBX ID | Sig. Group”
1 isdn-pri y d-chan 1 -
3 isdn-pri y d-chan 5

* Thisfield isonly used for tandeming.

* Routing Pattern screen

Routing Trunk CA-TSC
Pattern # Group # FRL | Del | TSC | Request
1 1 0 3 y at-setup
3 3 0 3 y at-setup

Communication Manager administration (switch 3)
¢ Dia Plan Analysis Table

Dialed

String Total Length Call Type
4 4 ext

5 4 ext

6 4 ext

e Uniform Dial Plan screen

Ext Code Type Location Code
4XXX UDPcode 221
Bxxx UDPcode 222

* AAR Digit Conversion screen

Matching Replacement
Pattern Min | Max | Del | String Net | Conv
223 7 7 3 - ext | n
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* AARAnalysisTable

Rte
Dialed String | Min | Max | Pat Call Type | Node Num
221 7 7 1 aar 1
222 7 7 1 aar 2

¢ Signaling Group screen (signaling group 4)

TSC Local Dest. | Far-end

Index | Ext. Enabled | Establish Ext. PBX-ID Appl.
1 6905 y permanent 5905 | 2 dcs

2 6902 y permanent 4902 |1 dcs

3 6903 y permanent 4903 | - audix

*  Trunk Group screen

Used for
Group # | Grp Type | DCS? DCS Sig. Method PBX ID
1 isdn-pri y d-chan

* Routing Pattern screen

Routing Trunk CA-TSC
Pattern # Group # FRL | Del | TSC | Request
1 1 0 3 |y at-setup

*  Should be blank if SDN network routing requires 7 digits.
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The main QSIG topicsin this section include
* Overview
* QSIG/DCSinterworking
e Offer level functionality
* Basiccall setup
* Transfer into QSIG Message Center
¢ Vaue-Added (VALU) MS|
*  QSIG Centralized Attendant Services (CAS)
e Cadl-independent Signaling Connection (CISCs)
* NCA-TSC

e Migrating to QSIG: some considerations

NOTE:
See Appendix B, “Feature interactions and considerations’ for feature interaction
information and other considerations when using QSIG

Overview

QSIG isthe generic name for afamily of signaling protocols. The Q reference point or interface isthe
logical point where signaling is passed between two peersin a private network. QSIG signaling allows
certain features to work in a single-vendor or multi-vendor network.

In the mid-1980s PBX manufacturers’ networking signaling protocol were proprietary, causing problems
for customers using several different PBX systemsin their networks. Under the auspices of the ISDN
Private Network Systems (IPNS) Forum an initiative was started in Europe to create a standardized
network signaling protocol to intelligently link dissimilar PBXs. The resulting signaling standard, QSIG,
supports

¢ Basic call set-up and tear-down.

* Limited-digit dialing across PBXs through a common dial plan.

¢ Sending and receiving telephone display information (for example calling name and number).
¢ Feature-transparency for alimited set of features.

QSIG complies with the International Organization for Standardization (1SO) Integrated Services Digital
Network (ISDN) private-networking specifications. QSIG is defined by 1SO as the worldwide standard
for private networks. QSIG uses | SO standard protocols as well as call-independent signaling
connections (CISCs), administered as non-call-associated temporary signaling channels (NCA-TSCs).
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QSIG/DCS interworking

No features are interworking between QSIG and DCS, with the following exceptions (valid only with
DCS+):

¢ Name and number transport
* \oicemall
* Leaveword calling

Offer level functionality

Communication Manager provides different levels of QSIG functionality. You can view the status of each
level on the System Parameters Customer Options screen.

Table 27, QSIG features supported by Avaya Communication Manager, on page 183 lists the QSIG
features supported by Communication Manager at each offer level. Valu-added (VALU) MSI isincluded
in Supplementary Services, but is separated in the table, because the features that use Manufacturer
Specific Information (MSI) only work between Avaya systems (see note below).

Table 27: QSIG features supported by Avaya Communication Manager 1 of 2

QSIG Category Supported Features

Basic Call Setup ¢ Basic Cal Setup
¢ Name and Number Transport
¢ Transit Counter

Basic Supplementary Services ¢ Called/Calling/Busy/Connected Name
and Number (Called/busy number isMSI
only, see below)

* Name |dentification Services
* Diversion (Call Forwarding)

¢ Diversion (Call Forwarding) with Reroute
(using Path Replacement)

e Cdl Transfer

e Cdl Offer

¢ Call Completion (Automatic Callback)

* Centralized INTUITY AUDIX

* Path Replacement

e Cdl Transfer into QSIG Message Center

lof2
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Table 27: QSIG features supported by Avaya Communication Manager 2 of 2

QSIG Category Supported Features

Value-Added (VALU) MSI ¢ Displayscalled party number to the
(Also included with Basic calling party when the called number is

Supplementary Services, but for ringing or busy (Called/Busy Number)

Avaya systems only) ¢ Distinctive Ringing to identify
internal/external and priority calls

¢ Call Coverage to networked switches.
* QSIG Leave Word Calling

Centralized Attendant ¢ Centralized Attendant Service (CAS)

20f 2

NOTE:

Although VALU-MSI only works with Avaya equipment, MSI information is passed
through non-Avaya systemsin an all-QSIG network. Thus, if you have two switches
connected using QSIG through a non-Avaya switch, the MS| information still arrives at
each end. Similarly, if two non-Avaya systems are sending their own M Sl through an
Avaya switch, and the connections are all QSIG, the Avaya switch sends on the
information.

Basic call setup

184

Transit counter (TC)

Communication Manager provides QSIG TC as defined in 1SO/IEC 6B032 and 6B033. It prevents
infinite looping, connections giving poor transmission performance, and inefficient use of network
resources.

TCisinvoked automatically for ISDN basic calls and the Route Pattern screen indicates the number of
switches through which a call may be routed.

Basic supplementary services

Called/calling/busy/connected name and number

Enables the calling party to see the name and number of the called party at the following times:
¢ whilethecal isringing at the called party’sterminal.
¢ whilelistening to a busy tone because the called party’s terminal was busy.

Called/calling/busy/connected nameis similar to the display provided for local on-switch calls, aswell as
for the DCS calls, with the following exceptions:

* Nameslonger than 15 characters are truncated; only the first 15 characters display.
* The number does not display unless QSIG VALU is enabled.
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Name and number identification

Name and number identification allows a switch to send and receive the calling number, calling name,
connected number, and connected name. Name and number identification displays up to 15 charactersfor
the calling and connected name and up to 15 digits for the calling and connected number across ISDN
interfaces.

You can administer outgoing callsas “yes’, “no”, or “restricted.” Restricted means that Communication
Manager sends the information but sends it “ presentation restricted,” which indicates to the receiving
switch that the information should not be displayed. A received restricted number isincluded on the Call
Detail Record (CDR).

Transit switch information

When Avaya equipment acts as atransit switch, the QSIG standards requireit to pass on all
supplementary service information that is not addressed to it. Thisincludes name information. (A
“transit” switch is a switch that routes an incoming call administered for Supplementary Services
Protocol B to atrunk also administered for Supplementary Services Protocol B.) However, Basic Call
Setup and number information is subject to modification by the transit switch. This means that trunk
group administration on atransit switch does not override incoming name information, but may override
incoming number information (as long as this does not lower the restriction on the information).

Example

If anon-restricted calling name and number are received by Avaya equipment acting as a transit switch,
and if the outgoing trunk is administered for presentation restricted for both name and number, the
number is passed on as “restricted” and name is passed on as “ unrestricted.”

Tandem switch information

However, in the case of tandemed calls (calls involving two ISDN trunks that are not both administered
for Supplementary Service Protocol B), trunk group administration may override both incoming name
and number information, as long as doing so does not lower the restriction on the information. For
example, atandemed call that comes in with restricted name information is sent out with restricted name
information even if the outgoing trunk is administered for presentation unrestricted. However, non-
restricted data is sent restricted if the trunk group administration is set for “ presentation restricted.”

ISDN numbering formats

Numbering is specified on the ISDN Public-Unknown-Numbering and/or ISDN Private-Numbering
screens. The numbering screen you use depends on how you administer the ISDN trunk group
Numbering Format field.

However, if you format the Called Party Number with public numbering, the Calling/Connected Party
Number is created in the public format even if you specify “private” on the ISDN trunk group screen.
This provides the caler or called party a number that can be used to reach the other party. Since the call
routes through the public network, the public Calling/Connected Party Number is a more accurate
address.
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Diversion (call forwarding)
Call forwarding works over a QSIG network.

When acall has already been forwarded 3 times over a QSIG trunk, it is not forwarded again but instead
terminates at the final forwarded-to terminal. Remote activation and deactivation of this feature are not
supported.

Diversion (call forwarding) with rerouting

A forwarded call can be rerouted in a private network to find a more cost-effective or resource-efficient
path.

NOTE:

A forwarded call istypically not rerouted through the system that controls the forwarding
party. Thisimpacts certain features such as Call Coverage because that system no longer
has control over the call. For example, the call cannot follow the forwarding user’s
coverage path if the forwarded call is not answered; instead, it follows the forwarded-to
user’s coverage path.

Call Transfer

QSIG Call Transfer is based on the current Communication Manager Transfer and Trunk-to-Trunk
Transfer features. QSIG Transfer signaling occurs as long as one of the callsinvolves a QSIG trunk
between the two switches.

Onceacdl istransferred, the transferring switch is unnecessary. Additional Network Feature-Path
Replacement (PR) isinvoked automatically to connect the transferred call more efficiently in the private
network. QSIG Call Transfer attempts to connect the two parties more efficiently and drops the
unnecessary switches.

QSIG Cal Transfer provides the same functionality as the standard Transfer or Trunk-to-Trunk Transfer
features, with additional call information available to the connected parties after the transfer compl etes.

Depending upon QSIG Identification Services administration, the connected parties’ displays show each
other’s name and/or number. If the name and number are not available, the display of a connected party
updates with the name of the involved trunk group.

Call Offer
Thisfeature isthe QSIG equivaent of Call Waiting.

A Private Telecommunication Network (PTN) offers up to four ways of invoking QSIG Call Offer (CO)
(listed below). Communication Manager uses only the first method.

¢ Network invocation (immediate) — the PTN automatically invokes CO whenever the calling user
makes a call to a user that is busy, if required by the service profile of the calling user.

¢ Consultation — the calling user, on being informed that a call has failed becauseit is busy at the
destination and that CO may be possible, is able, within a defined time period (consultation
timer), to request invocation of CO.
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* Immediate invocation — the calling user is able to request invocation of CO as part of theinitial
call set-up.

* Network invocation (delayed) — the network, having informed the calling user that acall has
failed because it is busy at the destination, invokes CO automatically unless the calling user
initiates call clearing within a defined time period (automatic call offer invocation timer).

The effect of QSIG CO on the terminating end is similar to the DCS Call Waiting feature with the
exception that for Call Waiting, the calling side (user or switch) does not have to convey any special
message to invoke the feature. The Call Waiting Termination feature is driven based on the terminating
user (for instance, single line analog set user with Call Waiting enabled).

For QSIG Call Offer, the system takes advantage of the additional information available from the far end,
if QSIG Call Offer invokes successfully, and provides similar information to the calling user as the Call
Waiting feature provides for on internal calls, with the exception that the display update will be “ offered”
instead of “wait” to reflect invocation of QSIG Call Offer service.

On successful invocation of the QSIG Call Offer service, the system provides the following:
* To the busy analog set user, the same tone as Call Waiting Termination feature, or

¢ Tothe busy multi call-appearance set (for instance, at least one call-appearance is busy for an
active call and at |east one call-appearance is available for incoming calls) user, the available
appearance rings normally.

For incoming QSIG calls, the QSIG Call Offer service may use path retention which is a generic
mechanism to retain the signaling connection so that the originating party can decide whether to invoke
the supplementary service. The network connection can be retained for more than one of the
supplementary services for which path retention has been invoked.

Call Completion

Completion of Callsto Busy Subscribers (CCBS) and Completion of Calls on No Reply (CCNR) are the
equivalent QSIG features of Automatic Callback (ACB) on busy and ACB on no answer, respectively.

An analog voice terminal user activates CCBS or CCNR by pressing the Recall button or flashing the
switchhook and then dialing the Automatic Callback (ACB) activation feature access code. An analog
user can activate only one ACB call at any given time.

A multiappearance voice terminal user can activate CCBS or CCNR for the number of ACB buttons
assigned to the terminal.

CC options

QSIG CC has the following major options that are negotiated between the Originating and the
Terminating switch;

1  Path reservation — there are two methods of establishing the CC call:
a path reservation method
b non-reservation method

2  Retention of signaling connection — there are two ways in which CC uses call independent
signaling connections:

a connection retention method
b connection release method
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3 Serviceretention — there are two possible behaviors when User B isfound to be busy again after
User A respondsto CC recall:

a service retention method
b service cancellation method

Asan originating switch for QSIG CC, Communication Manager selects the following major options:
* non-reservation method for the Path Retention option
* connection release method for the retention of signaling connection option
* service cancellation method for the Service Retention option

AsaTerminating switch for QSIG CC, Communication Manager selects the following major options:
* non-reservation method for the Path Retention option

¢ either the connection release method or the connection retention method for the retention of
signaling connection option depending on which the originating switch requests.

¢ service cancellation method for the Service Retention option

Path Retention

Path Retention is a generic mechanism for retaining a network connection that can be used by
supplementary services during call establishment.

The originating switch invokes path retention for one supplementary service or for several simultaneous
supplementary services. Invoking a particular supplementary service means retaining the network
connection if the terminating switch encounters the appropriate conditions. The originating switch is
informed of the reason for retaining the connection. It then decides (for example, by consulting the
calling user) whether to invoke the supplementary service. Under some circumstances in which the
network connection is retained, more than one of the supplementary services for which path retention has
been invoked may be applicable.

Successive retentions of the network connection by the terminating switch following a single path-
retention invocation by the originating switch are possible. Thisisaresult of different conditions being
encountered at the terminating switch. When an attempt is made to invoke a supplementary service for
which the network connection has been retained, a further condition can be encountered that can cause
the network connection to be retained again for the same or a different supplementary service.

Path retention is specified in terms of a Path Retention entity existing within the coordination function at
the originating switch and at the terminating switch.

QSIG Centralized INTUITY AUDIX

QSIG alows users on aremote node (served user switch) to “cover” to an INTUITY AUDIX system on
another node (message center switch). The original calling party information, called party information,
and reason for coverageis provided to the INTUITY AUDIX system so that each isidentified properly
during message recording/retrieval.

Touseacentralized INTUITY AUDIX system, you must use QSIG Diversion. On a served user switch,
the call goesto call coverage using Diversion to the hunt group assigned to the INTUITY AUDIX system
on the message center switch. Then the message center switch sends all the appropriate information to the
INTUITY AUDIX system so that it correctly answers the call.
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QSIG Centralized INTUITY AUDIX also uses path optimization using QSIG Diversion with Reroute.

Transfer into INTUITY AUDIX works when transferring from a served-user switch into an INTUITY
AUDIX system at the message center switch.

What you get with QSIG Centralized INTUITY AUDIX

* Cadllsto users on abranch cover or forward correctly and are answered by the INTUITY AUDIX
system:

— With a personalized greeting.

— With an appropriate busy or not available greeting, depending upon the reason the call was
redirected.

Caller can leave a message for the called party.

* Onceasubscriber logsintothe INTUITY AUDIX system (by dialing the INTUITY AUDIX
number and entering the extension and password), the subscriber can perform the following
activities:

— Listen to or delete messages (voice, fax, or text).

— Leave amessage for other subscribers on the same INTUITY AUDIX system without
calling them.

— Forward a message to another subscriber on the same INTUITY AUDIX system.
— Accessthe INTUITY AUDIX directory to address a message (*A).

— Accessthe INTUITY AUDIX directory to find a subscriber’s extension (**N).
— Record or change his/her greeting.

— Transfer out of INTUITY AUDIX system (*T or 0).

* Message Waiting Indication (typically alamp, but may also be a stutter dial tone or display)
indicates the presence of new messages.

If another vendor’s system, acting as a served user switch, does not provide this functionality, the
end user will not receive an MWI indication.!

* When aremote subscriber logsinto an INTUITY AUDIX system from the subscriber’s phone,
the subscriber does not need to enter his or her extension. Instead of entering the extension, *, the
password, and *, the subscriber can enter *, the password, and then #.

¢ LeaveWord Calling works for users on a single switch, and across served user switches. With
Release 11 or newer software, LWC will work across a QSIG network.

What you do not get with QSIG Centralized AUDIX

¢ With Release 11 or newer software, Transfer into INTUITY AUDIX does not work from a
served-user switch.

Other QSIG Centralized Messaging

With a QSIG centralized messaging system, the remote switch is called a served user switch. The
messaging system connected to the network using the QSIG protocol is called the message center switch.
The Octel Serenade is such a messaging system.

QSIG allows an Avaya switch to be a served user switch of a non-Avaya message center switch.
Therefore, when the messaging system is the message center switch, it can serve the Avaya switch if that
messaging system has a QSIG interface. The Octel Serenade is such a messaging system.
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For usersin a QSIG messaging network, only one message center can be administered for each Avaya
served user switch on al-Avaya platforms.

With path optimization using QSIG Diversion with Reroute, the system will attempt to reroute a call
when the following options are enabl ed:

* |SDN-PRI or ISDN-BRI (gsig-mwi type of hunt group)
* QSIG Basic Call Setup
* QSIG Supplementary Services with Rerouting

Path Replacement

Path Replacement (PR) is the process of routing an established call over anew, more efficient path, after
which the old call istorn down leaving those resources free. Path Replacement offers customers potential
savings by routing calls more efficiently, saving resources and trunk usage.

Path Replacement occurs with Call Transfer, and in the following cases:

¢ Call forwarding by forward switching supplementary service, including the case where Call
Diversion by Rerouting fails, and call forwarding is accomplished via forward switching

¢ Gateway scenarios where Avaya equipment, serving as an incoming or outgoing gateway, invokes
PR to optimize the path between the gateways

¢ (Callsin queuel/vector processing even though no true user is on the call yet
* QSIG Look-ahead Interflow call, Best Service Route call, or adjunct route

CAUTION:

Depending on the version of Call Management System (CMS) you are using, some calls
may go unrecorded if you administer your system for Path Replacement in queue/vector
processing. Please see your Avaya representative for more information.

Communication Manager provides QSIG Path Replacement (PR) as defined in ISO/IEC 13863 and
13874. With this feature, a call’s connections between switches in a private network can be replaced with
new connections while the cal is active.

PR isinvoked when acall istransferred and improvements may be made in the routes. For example, after
acdl istransferred, the two parties on the transferred call can be connected directly and the unnecessary
trunks are dropped off the call.

PR requires Rerouting (RR) to be turned on in both switches. The routing administered at the endpoints
allows for amore efficient route connection. In some cases where the all or some of the original routeis
the most effective route, Path Retention is invoked.

PR selects the best route based on the preference assigned to routes in the route pattern form. Least cost
Supplementary Service B (SSB) routes must be first, followed by more expensive routes.

NOTE:

When routes to SSB trunks are included with routes to non-SSB trunks, SSB trunks must
appear first on the Route Pattern screen. Thisis because as soon as PR encounters a non-
SSB trunk in the route pattern, it stops looking.

Class of Restriction (COR) and Facility Restriction Levels (FRL) are adhered to in routing calls. PR is
not invoked on data calls because there is a period of time when information can be lost.
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Transfer into QSIG Message Center

Thisfeature uses QSIG Call Transfer, along with a manufacturer-specific information (M SI) message, to
transfer acall directly into a subscriber’s mailbox when the voice mail system is connected to the served
user switch viaa QSIG link.

The voice mail system must be an Avaya system that supports the QSIG transfer into QSIG Message
Center MSI operation.

NOTE:

This feature currently works only with the Octel 200/300 Serenade voice mail system.
Thisfeature does not work with a QSIG Centralized INTUITY AUDIX system, unlessthe
systemisat R11 or newer.

The entire route must be QSIG, from the switch activating Transfer into Message Center to the message
center switch/ voice mail system.

Value-Added (VALU) MSI

Value-Added (VALU) Manufacturer-specific information (MSI) adds the following feature transparency
to QSIG networks.

Called/busy number — The system sends and displays across the network the called party’s
number to the calling party during alerting. It updates the display to “connected number” when
the called party answersthe call. It also sends and displays a busy party’s number. This servesto
confirm to the caller that he or she dialed the correct number.

The called/busy number feature is an extension to QSIG called/busy name. For additional
information, see Name and number identification on page 185.

The called/busy number never displays aone; it displaysonly if the called/busy nameis available
(for instance, received from the far end and marked “presentation allowed”). In contrast, upon
receipt of a calling number without a calling name, the number displays with the words“ CALL
FROM.”

Distinctive ringing — QSIG VALU provides two kinds of distinctive ringing across the network:
internal and external.

Call coverage — The system allows calls to be covered by extensions across the network. This
coverage operates similarly to DCS Call Coverage, though the connectivity of the network itself
differs. If administered, path replacement isinvoked after coverage.
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QSIG Centralized Attendant Services (CAS)

The CAS feature enables one or more branches to concentrate their attendants on one main. CAS
provides most features that are normally available to the basic attendant service between switches.

All current QSIG features are available with CAS. QISG-CAS does not interwork with RLT-CAS.

CAS functionality is enabled through the Cent r al i zed Att endant field on the Customer Options
form (page 7, QSIG Optional Features).

NOTE:
IftheCentralized Attendant fieldisy, thel AS Branch field on the Console
Parameters form does not appear.

Potential CAS limitations

There are afew potential limitations when using CAS:

1

2
3
4

Path Replacement does not work immediately. This means that resources are being utilized longer
with CAS.

Path Replacement is not guaranteed.
Path Replacement does not enable a branch to act as a gateway.

No path replacement functionality takes place during or after a conference.

CAS functions

The following are CAS functions:
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Attendant-seeking calls at a branch reach the attendant at the main.
Attendant splitting away and calling the extended to party.

Night service.

Monitoring agents, per attendant group.

Announcements for attendant seeking calls.

Attendant calls enter the attendant queue, with priorities (calls that originate from the branch do
not have different priorities in the queue).

Attendant display of user’'s COR.
Attendant split/swap.
Path Replacement after the transfer.

Attendant return call (release loop operation, returns to same attendant if available. If not, then
attendant group).

Display enhancements.
Attendant conference.
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Call-independent Signaling Connection
(CISCs)

A Call-independent Signaling Connection (CISC) provides atemporary signaling path through ISDN
switches for exchanging supplementary service information (for example, exchange Facility Information
Elementsin call control messages, FACILITY messages, or a combination of both on ISDN D-channels.
There is no B-channel related to the connection; no data or voice transmissions take place.

CISCs are administered in the same way that Non-Call Associated Temporary Signaling Connections
(NCA-TSCs) are.

NCA-TSC

An NCA-TSC is a connection not related with any ISDN B-channel connections. Communication
Manager supports two types of NCA-TSC that conform to two different protocol standards:

* Thenon-QS G type of NCA-TSC is used for the DCS over ISDN-PRI D-channel and DCS
AUDIX applications. Only ISDN-PRI signaling groups administered with supplementary service
protocol a support AT& T and WorldCom NCA-TSCs.

CAUTION:

The QS G type of NCA-TSC isrequired for certain QSIG features such as Call
Completion (Automatic Call Back). Thistype of NCA-TSC is referred to in the QSIG
protocol standards as a Call-Independent Signaling Connection (CISC). Only ISDN-PRI
signaling groups administered with supplementary service protocol: b support QSIG
NCA-TSCs. In addition, BRI trunk D-channels support QSIG NCA-TSCs.

NOTE:
You will not see asecond page (Administered NCA-TSC Assignment) on the Signaling
Group screen when you set the supplementary service protocol to b for QSIG.

An NCA-TSC for QSIG is not administered ahead of time, but isinvoked dynamically by the QSIG

feature that needsit. Some QSIG features remove the NCA-TSC when it is no longer needed; others
leave the it active for alonger period of time.

Administering QSIG

The QSIG administration procedures include
e Basic QSIG administration

e Administering QSIG supplementary services
¢ Administering Centralized Attendant Services
e Administering QSIG VALU Call Coverage
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Basic QSIG administration
Follow these stepsto set up QSIG:
1 Veify with your Avaya sales representative or project manager what QSIG capabilities the system
should have. The following capabilities apply:
Table 28: QSIG capabilities
Capability categories Cross-networking features
QSIG basic ¢ Calling/connected name and number
¢ Cdling name and number identification
* Transit Counter
Basic supplementary service ¢ Called/busy name
¢ Called/calling name/number delivered to
and received from DCS networked
switches
e Cal Completion
* Call Forwarding (Diversion)
¢ Calling nameidentification
e Cal Offer
* Centralized INTUITY AUDIX
* Call Transfer
* Path Retention
* Message Waiting Indication
¢ Diversion (call forwarding) with
rerouting
¢ Path Replacement
* Transfer into QSIG Voice Mail
* QSIG/DCS+ Voice Mail Interworking
Value-Added (VALU) MS| ¢ Called/busy number display
(Also included with basic ¢ Distinctiveringing
supplemen.tary services, but for « Call Coverage
Avaya equipment only)
* LeaveWord Calling
Centralized Attendant Service * Centralized Attendant
NOTE:
Although VALU-MSI only works Avaya equipment, MSI information is passed through
non-Avaya systemsin an al-QSIG network. Thus, if you have two switches connected
using QSIG through a non-Avaya switch, the MSI information still arrives at each end.
Similarly, if two non-Avaya systems are sending their own M S| through an Avaya switch,
and the connections are al QSIG, the Avaya switch sends on the information.
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2  Determine whether the system is using ISDN-PRI, ISDN-BRI, or ATM for the QSIG network
connections. Your sales representative or project manager should know this. (If the systemis
using ATM trunking for QSIG, see ATM Installation, Upgrades, and Administration, 555-233-
124.)

3 Enter display system-par ameter s customer -options on the command line of your system
administration screen.

4 Onpagel, verify fields as follows:
— G3 Version fieldisV11 or later.
5 Ifthesystemisusing ATM for QSIG, go to page 2 and verify the following field:
— Async. Transfer Mdde (ATM Trunki ngfiedisy.
6 Onpage3, verify fields as follows:
If the system isusing ISDN-BRI for QSIG:
— | SDN- BRI Trunks fieldisy.
If the system isusing ISDN-PRI for QSIG:
— | SDN- PRI fieldisy.
If the system is using QSIG supplementary services with or without rerouting:
— Restrict Call Forward Of Net fiedisn.
7  Onpage4, verify fields as follows:
— Basic Call Setupfiedisy.
If the system isusing QSIG supplementary services:
— Basi ¢ Suppl ementary Servi ces fiedisy.
If the system isusing QSIG supplementary services with rerouting:
— Suppl enentary Services with Reroutingfiedisy.
If the system isusing QSIG VALU:
— Val ue- Added (VALU) fieldisy.

8  (For ISDN-PRI only). Administer or check the QSIG DS-1 circuit pack. Check for the following
field entries:

When connecting two Avaya switches:
* Connect field - pbx.
* Interface - user or network.
¢ Country protocol - 1.
* Protocol version - a.
¢ Signaling mode - isdn-pri or isdn-ext.

¢ Channel numbering (E1) - sequential or timeslot (Thisitem must match between the
local switch and the receiving switch. If NFAS is used, this must be timeslot).
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When connecting an Avaya switch to another vendor’s product:
¢ Connect field - pbx.
* Interface - peer-master or peer-slave.
* Peer protocol - g-sig.
* Signaling mode - isdn-pri or isdn-ext.

¢ Channel numbering (E1) - sequential or timeslot (Thisitem must match between the
local switch and the receiving switch. If NFAS is used, this must be timeslot).

9  (For ISDN-BRI only). Administer or check the QSIG ISDN-BRI circuit pack.

10  Administer or check the QSIG ISDN trunk group(s) (PRI or BRI) connected to the DS-1 or BRI
circuit pack. Check for the following field entries:

On page 1.
e Goup Type-isdn
* Suppl emrentary Service Protocol -bordwhere

b SO QSIG standards (including the ETSI Version 2 and
European Computer Manufacturer’s Association (ECMA)
standards aligned with the SO standards)

d ETSl Version 1 and ECMA standards issued prior to the |SO
standards for QSIG private network (supports only Name

| dentification and Additional Network Feature Transit
Counter (TC))

e Qutgoing Display-y
¢ (SI G Val ue- Added -y
On page 2:
* Hop Dgt -y
* Disconnect Supervision-y
* Nunbering Format - select from public, private, unknown, unk-pvt
* NCA - TSC Trunk Member - Thetrunk member whose D-channel routes CISCs.
e Send Cal |l ed/ Busy/ Connect ed Nunber -y
e Send Calling Nunber -y
¢ Send Nane-y
e Path Replacenent with Retention-y

Administering QSIG supplementary services

Follow these steps to set up QSIG supplementary services
1  Administer or check the ISDN Numbering - Public/Unknown screen.
2 Administer or check the ISDN Numbering - Private screen.
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3 Administer or check the signaling group screen. Check for the following field entries to ensure
proper operation of Call Completion:

* Suppl enentary Service Protocol -b
¢ Max Nunber of NCA TSC- greater than 0

4 Administer or check the route pattern screen. Check for the following field entries to ensure
proper operation of Call Completion and Transit Counter:

* TSC-y (necessary if switch isatransit node for TSC)
e Hop Lnt - between1and 32

5  Administer or check the Feature-Related System Parameters screen. Check for the following field
entries to ensure proper operation of Call Completion and Call Transfer:

*  Trunk-to-Trunk Transfer - y

* (Sl G TSC Ext ensi on - valid extension number to serve as TSC for both incoming
and outgoing QSIG network calls.

e Automatic Callback - No Answer Tineout Interval (rings) - enter the
number of times, 20 9, acallback call should ring at the caller’s phone before the
callback is cancelled

e (For AUDIX only) MWI - Number of Digits per AUDI X Subscri ber - enter
the number of digitsin messaging subscriber extensions, if any. The valuein thisfield
must match the value of the Ext ensi on Lengt h field on the Switch Interface
Administration screen of the AUDIX system.

¢ (For Octel Serenade and Aria) Nunber of Digits Per Subscri ber issetbythe
leading digit. Please refer to your Octel documentation for more information.

¢ (For AUDIX/Octel Serenade support only) Unknown Nunbers | nternal for
AUDI X -y if, when the switch cannot identify a calling number asinternal or externa, the
switch should treat it asinternal for AUDIX use.

6  Administer or check the Class of Service (COS) screen for each COS that may be using the QSIG
network. Check for the following field entries to ensure proper operation of Call Completion, Call
Offer, and Call Forward:

* Restrict Call Forward O f-Net -n
e Auto Callback-y
e SIGCall Ofer Oiginations-y

Call Completion

In addition to the Basic QSIG Supplementary Services administration described above, complete the
following administration:

¢ Onthe Trunk Group screen, page 1, set the Suppl enent ary Servi ce Protocol fieldtob
and administer the trunk for Call Independent Signalling Connections.
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Transfer into Avaya QSIG Message Center

This feature works with Octel Serenade only. In addition to the Basic QSIG Supplementary Services
administration described above, complete the following administration:

On the System-Parameters Customer-Options screen, page 6, the Transfer Into @I G
Voi ce Mail field mustbesettoy.

On the Feature Access Code (FAC) screen, page 3, assign a Feature Access Codein the
Transfer to Voice Mail Access Code field. (Thisfieldiscaled Transfer to
AUDI X Access Code in Release 7 and earlier systems).

A hunt group must be in the coverage path of the user’s mailbox to be transferred into, as
administered on the Station and Coverage Path screens. On the hunt group screen, page 2, for this
hunt group, gqsig-mwi must be entered inthe Message Cent er field and the number for the
voice mail system must be entered inthe Voi ce Mai | Nurnber field.

QSIG/DCS+ Voice Mail Interworking

QSIG/DCS Voice Mail Interworking requires Release 9 or later software. Also, thel nt er wor ki ng
wi t h DCS field on the QSIG Optional Features screen must be enabled. This feature allows an
INTUITY AUDIX system, or an Octel Serenade system to act as a centralized voice mail server ina
DCS/QSIG mixed network environment.

Administering Centralized Attendant Services

Follow these steps to set up Centralized Attendant Services.
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NOTE:

An attendant console must be administered at the main, before administering Centralized
Attendant Services. See the Administrator’s Guide for Avaya Communication Manager
for instructions on administering an attendant console.

Enable @SI G Suppl enentary Servi ces w th Rerouti ng onthe System Parameters
Customer Options screen, page 6, as described above.

On the System Parameters Customer Options screen, page 6, enter y intheCent ral i zed
At t endant field.

On the Console Parameters screen, enter QSIG-main or QS| G-branch in the CAS field.

a If QSIG-branch isentered in the CAS field, then enter a number inthe @QSI G CAS
Nunber field.

b If QSIG-branch isentered in the CAS field, then the AAR/ ARS Access Code fieldis
optional.

On the QSIG ISDN trunk groups screen enter b for the Suppl ement ary Ser vi ce
Pr ot ocol field.

Assign an extension to attd on the Dial Plan Analysis screen at the main switch.
Administer each QSIG Supplementary Service that will be used by attendants.
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Administering QSIG VALU Call Coverage

Follow these steps to set up QSIG VALU Call Coverage.

1 Enable(y) the @I G Basi ¢ Suppl ementary Ser vi ces field on the Customer Options
screen, page 6, described above.

2 Enable(y) Val ue- Added ( VALU) on the System-Parameters Customer-Options screen, page
6, as described above.

3 OnaTrunk Group screen, page 1 enter y inthe @Sl G Val ue- Added field, and enter b in the
supplementary Ser vi ce Protocol Opti on field.

4 Administer the System Parameters Call Coverage/Call Forwarding screen as normal, with the
inclusion of the following fields:

e |Imedi ate Redirection on Recei pt of PROGRESS | nband
I nf or mat i on, page 1 — Enter y to speed up redirection of subsequent coverage points
or call processing. This may be necessary in cases where coverage path endpoints over
non-Avaya switches are unavailable but the QSIG networked switch (or the public
network) sends PROGRESS messages that delay the local switch from redirecting the call
elsewhere. If the QSIG network contains only Avaya switches, enter n.

* (I G VALU Coverage Overrides QSIG Diversion with Rerouting,
page 1 — Enter y to ensure that the “ coverage after forwarding” activation/deactivation
defined at a user’s phone (on the Station screen) takes precedence over the system-wide
“coverage after forwarding” activation/deactivation selection (on the System Parameters
Call Coverage/Call Forwarding screen). With QSIG Diversion with Rerouting active, the
system-wide sel ection takes precedence unless you enter .

Table 29, QSIG Diversion with Rerouting examples, on page 199 lists examples of these
field values and a description of the rerouting pattern.

Table 29: QSIG Diversion with Rerouting examples 1 of 2

Field
Cvg. After
Fwd
(System @I G VALU

Cvg. After Parameters - Cover age

Fwd (Station Coverage Overrides @I G

screen) screen) Di versi on Rerouting pattern

y n n Call does not go to local
user’s coverage after failed
forward attempt. Call
control passed to switch to
which call forwarded.

y n y Call goesto local user’s
coverage after failed
forward attempt.

n y n Call goesto local user’'s
coverage after failed
forward attempt.

lof 2
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Table 29: QSIG Diversion with Rerouting examples 2 of 2

Field

Cvg. After
Fwd
(System Q&SI G VALU

Cvg. After Parameters - Cover age

Fwd (Station Coverage Overrides @I G
screen) screen) Di versi on Rerouting pattern

n y y Call doesn’t go to local
user’s coverage after failed
forward attempt. Call
control passed to switch to
which call forwarded.

20f 2

NOTE:
IftheMai ntai n SBA at Princi pal fieldisenabled (y), then Path Replacement is
disabled.

5 Definethe remote QSIG users that you may include in coverage paths using the Remote Call
Coverage Table. See Defining Coverage for Calls Redirected to External Numbersin the
Handling I ncoming Calls chapter of the Administrator’s Guide for Avaya Communication
Manager. See also the Remote Call Coverage Table screen in the same book.

6 Define coverage paths for users as required.

QSIG-related phone administration

Asyou set up each user’s phone, QSIG networking features allow the following.

* QSIG displaysthe user’'s name as entered in the Nane field on the Station screen, both on the
display of another networked phone when called by that user or when calling that user.

* QSIG dlows call waiting from networked phone callsif you settheCal | Wi ti ng
I ndi cationfieldtoy.

* QSIG dlowsauto callback from networked phonesif you create an auto callback button for the
user.

QSIG-related Hunt Group administration

Asyou set up each hunt group, you must enter either grp-name or mbr-name in the ISDN Caller Disp
field, page 1. This entry determines which of the following the system displays on a QSIG networked
phone that calls the hunt group:

¢ The hunt group name/extension
¢ The hunt group member’s name/extension
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QSIG-related Terminating Extension Groups
administration

Asyou set up each terminating extension group, you must enter either grp-name or mbr-namein the
ISDN Caller Disp field. This entry determines which of the following the system displays on aQSIG
networked phone that calls the terminating extension group:

* The group name/extension
* The group member’s name/extension

QSIG-related AUDIX/Message Center
administration

Follow these steps to set up Related Administration of AUDIX/Message Centers.

NOTE:
Set up QSIG TSCs before you administer messaging. See Call Completion.

1 (Local node message center switch only) Complete the Processor Channel Assignment screen.

2 (Loca node message center switch only) Complete the Message Waiting I ndication Subscriber
Number Prefixes screen.

3 (Loca node message center switch only, this requires bx.25 or C-LAN integration) Compl ete the
Station screen as specified in the AUDIX documentation. Verify the following field entry:

e MAN Served User Type - gsig-mwi
4 (Served user switch only) On the Hunt Group screen, set the following fields for the AUDIX hunt
group:
* Message Center -qgsig-mwi
¢ Voice Mail Number and Routing Digits (for example, AAR/ARS Access Code):

Digits entered in these fields should be selected so that the processing of these digits by
the served user switch resultsin acall being redirected to the message center switch by an
ISDN-PRI supplementary service protocol “b” facility. For example, if the message center
switch is an Avaya switch, the digits entered should reroute the call to the AUDIX hunt
group on the message center switch.

e Calling Party Nunber to AUDI X-y

Migrating to QSIG: some considerations

If you are planning to migrate your network from DCSto QSIG, then there are some issues which you
will need to consider. The following is alist of some of the issues you might consider:

* Feature Parity

¢ Virtual Private Networking Facilities
* Voice Messaging Integration

¢ DCS/DCS+ and QSIG Interworking

This section offers only an overview of the above issues. For more details, please contact your Avaya
representative.
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Feature Parity

The QSIG protocol was created as a set of standards and specifications for interoperability in multi-
vendor network environments. This was a response to the many proprietary protocols (such as Avaya's
DCS) which did not interoperate among vendors.

In order to ensure that features exclusive to proprietary protocols would not be lost when a network is
migrated to QSIG, vendors are able to create Manufacturer Specific Information (MSl) messages. By
QSIG standards, these messages are passed on, unchanged by any intermediate switches in a network,
even if the intermediate switches are from a different manufacturer than the sending and terminating
ones.

Communication Manager has M Sl features that emulate DCS features not standard with QSIG.

Virtual Private Networking

Some tel ecommuni cation companies have provided for DCS+ Virtual Private Networking by
transporting Temporary Signaling Connection (TSC) messages in their public switched ISDN networks.
There are currently no such provisions by any service provider for QSIG Call Independent Signaling
Connections.

Voice Messaging Integration

Before migrating from DCS to QSIG, it isimportant to know whether or not the existing messaging
infrastructure will support integration with QSIG networking.

Mode Code signaling is a common integration method, but is not supported over QSIG networking in
Communication Manager. Mode Code signaling uses | SDN tandem trunk signaling to pass messages, but
this ISDN signaling was not made to interwork with QSIG.

DCS/DCS+ and QSIG Interworking

Migration of segments of the network, as opposed to al at once, isfeasible. However, thereislimited
interworking functionality between DCS+ and QSIG, and no interworking functionality between
traditional DCS and QSIG.

The following features may be interworked between a DCS+ network and QSIG:
* Basic call with name and number
¢ Leaveword caling (LWC)
* Message waiting indication (MWI)
¢ Centralized voice mail
NOTE:

For DCS+ leave word calling interworking with QSIG, al systems must be running
Communication Manager. LWC activates MWI [amps on Avaya phones only.
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Centralized Attendant Service

The main Centralized Attendant Service (CAS) topicsin this section are

* CASdescription
¢ Administering CAS

NOTE:
See Appendix B, “Feature interactions and considerations’ for feature interaction
information and other considerations when using CAS.

CAS description

Centralized Attendant Service allows attendants in a private network of switching systemsto be
concentrated at a central or main location. Thus, CAS reduces the number of attendants required at a
branch. For example, a chain of department stores can have a centralized attendant location at the main
store to handle calls for the branch stores.

Each branch in a CAS hasits own LDN or other type of access from the public network. Incoming trunk
callsto the branch, as well as attendant-seeking voice terminal calls, route to the centralized attendants
over release link trunks (RLT).

The CAS attendants are at the main location. The CAS main switch operates independently of the CAS
branch switches. Operation for CAS main-switch traffic is identical to operation of a stand-alone switch.

Each branch in a CAS network connects to the main by way of RLTs. These trunks provide paths for:

¢ Sending incoming attendant-seeking trunk calls at the branch to the main for processing and
extending them back to the branch (both parts of a call use the same trunk)

* Returning timed-out waiting and held calls from the branch to the main
* Routing calls from the branch to the main

A branch can connect to only one main.

CAS Queues

Two queues are associated with CAS calls: one at the main and one at the branch. If idle RLTs are
available from the branch to the main, RLTs are seized and CAS calls are queued at the main along with
other attendant-seeking calls. If al RLTsarein use, CAS callsto the attendant are queued at the branch in
aRLT queue. The length of the queue can vary from 1 to 100, as set during administration of the RLT

group.

Administration for Network Connectivity 203
November 2003



4 Administering dedicated networks
Centralized Attendant Service

204

CAS Backup Service

Backup service sends all CAS callsto abackup extension in the branch if all RLTs are maintenance-busy
or out of service, or if the attendant presses a backup button that is not lighted.

* To activate the feature and provide notification that backup serviceisin effect, assign the backup
extension to a Backup button and associated status lamp.

* The status lamp remains lighted as long as backup serviceisin effect.
* To deactivate the feature, the attendant presses the Backup button while the status lamp is lighted.

Calls are not sent to the backup extension unless all RLTs are maintenance-busy or out of service.

CAS Remote Hold

The attendant can put a CAS call from a branch on Remote Hold. The branch holds the call and drops the
RLT. After atime-out (same as the timed reminder for an attendant-held call), the branch automatically
attempts to route the call back to the attendant. The returning call can queue for the RLT. Attendants
should use Remote Hold when they have to put acall on hold to keep RLTs from being tied up
unnecessarily.

Branch-generated call-identification tones

The branchin a CAS network generates call-identification tones and transmits them to the CAS attendant
by way of the RLT. These tonesindicate the type of call coming from the branch or the status of acall
extended to or held at the branch. The attendant hears these tones in the console handset before being
connected to the caller. The tones may vary by country. See Console Operations for information on these
tones.

CAS Outgoing Call Routing

The centralized attendant at the main has access, through RLTS, to all outgoing trunk facilities at the
branchesin a CAS network. The attendant can extend an incoming LDN call to an outgoing trunk at a
branch by dialing the access code and allowing the caller to dial the rest of the number or by dialing the
complete outgoing number.

CAS Incoming Call Routing

Calls extended to busy single-line voice terminals at the branch wait automatically. If thereisacall in
queue, the user hears a busy signal. When station hunting and send all callsis administered, the call
routes along the administered path. Not answering any waiting extended call within an administered
interval causes the branch switch to return the call to the attendant. Call Waiting does not apply to
multiappearance terminals; if no appearances are available, busy tone is sent to the attendant, who tells
the caller that the lineis busy.

Callsfrom voice terminals at the branch to an attendant also route over RLTs seized by the branch switch.
A branch caller reaches the attendant by dialing the attendant-group access code. The access codeis
administrable; the default is 0. The conversation between the branch caller and the attendant ties up the
seized RLT, but calls of thistype are usually short.

Administration for Network Connectivity
November 2003



Administering dedicated networks 4
Centralized Attendant Service

If an extended call returns to the main attendant unanswered, the called party at the branch does not drop
but continues to be aerted until the caller releases. This allows the attendant to talk to the caller, then
extend the call again, if the caller wishes, without redialing the number.

Administering CAS

Table 30, CAS administration, on page 205 lists the forms and fields values to administer CAS.

Table 30: CAS administration

Screen Field

Attendant Console * Feature Button Assignments
— cas-backup -trunk-name

Console-Parameters e CAS

¢ RLT Trunk Group Number
* CASBack-Up Ext

¢ Timed Reminder on Hold
¢ Return Call Timeout (sec)

Station (multi-appearance) * Feature Button Assignments
— cas-backup
— flash
— trunk name
— night serv

Trunk Group (RLT) e All

Feature Access Code (FAC) ¢ CASRemote Hold Access Code
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Extended Trunk Access

The main Extended Trunk Access (ETA) topicsin this section are

¢ Extended Trunk Access (ETA) description

¢ Administering Extended Trunk Access

¢ Extended Trunk Accessinteractions

Extended Trunk Access (ETA) description

Use Extended Trunk Accessin conjunction with Uniform Dial Plan (UDP) to allow a switch to send any
unrecognized number (such as an extension not administered locally) to another switch for analysis and
routing. Such unrecognized numbers can be Facility Access Codes, Trunk Access Codes, or extensions
that are not in the UDP table. Non-UDP numbers are administered on either the First Digit Table (on the
Dia Plan Record screen) or the Second Digit Table. They also are not administered on the ETA Call

Screening Table. ETA helps you make full use of automatic routing and UDP.

Historically, ETA has been used by satellite switches to access stations, trunks, and features at the main
switch. ETA frees you from having to enumerate the entire dial plan for the main or satellite complex.
Callsthat would get intercept treatment without ETA are routed to aremote switch to be reprocessed. The
following processing takes place when ETA is administered:

e ETA call isidentified because it fails all other routing possihilities.
* Thediaed stringisnot inthe ETA Call Screening Table.

* Anavailableroute pattern is selected based on the Dial Plan screen ETA Routing Pattern or ETA

Node Number entries.

* Thedialed string is sent to the remote switch.

Administering Extended Trunk Access

Screen

Field

Dial Plan Record
(First Digit and Second Digit Tables)

ETA Routing Pattern
ETA Node Number

ETA Call Screening Table

Call Screening Entry

CAUTION:

Switches can be chained together using ETA. However, you must ensure that switches do
not routein acircular ETA call setup. Switch A can route to switch B, and switch B can

routeto switch C. But, if switch A routesto switch B and switch B routes to switch A, you
create acircular ETA call setup.
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Examples of ETA administration

CASE #1
¢ ETA Route Pattern — Not administered
e ETA Node Number — Not administered

Inthis case, ETA isnot active. It is not used to route undefined dialed strings.

CASE #2
* ETA Route Pattern — Administered
* ETA Node Number — Not administered
In this case, the ETA Route Pattern routes undefined dialed strings. However, since an ETA Node
Number is not specified, non-call-related DCS messages are not routed.
CASE #3
* ETA Route Pattern — Not administered
¢ ETA Node Number — Administered
In this case, the ETA Node Number provides the route pattern. Non-call-related DCS messages also can
route since a node number is supplied.
CASE #4

¢ ETA Route Pattern — Administered
¢ ETA Node Number — Administered

In this case, the ETA Route Pattern routes undefined dialed strings while the ETA Node Number routes
DCS messages. Nodes themselves do not have to be administered for ETA. ETA should not be used over
tandem-tie trunks.

Extended Trunk Access interactions

* Abbreviated Dialing

Abbreviated Dialing calls are routed via ETA.
e Attendant

Attendants calls are routed via ETA.
¢ Data-Call Setup

Analog and digital endpoints can access ETA. The digit string goes to the remote switch like any
other digit string is sent. The remote switch handles the data-call setup from that point forward.

* Fecility Restriction Levels
It ispossible to restrict trunks that are being used in conjunction with ETA by assigning FRLs.
* Last Number Dialed

If anumber isrouted via ETA to aremote switch and you want to reaccess that number, then
reaccess uses ETA.
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¢ Modem Pooling

Modems in Modem Pools are treated like all other trunks.

* Remote Access

Remote-access trunks are able to access the ETA feature just as any other trunk or station does.

Inter-PBX Attendant Service

The main Inter-PBX Attendant Service (IAS) topics included in this section are
¢ Inter-PBX Attendant Service (IAS) description

¢ Administering Inter-PBX Attendant Service

* |nter-PBX Attendant Service interactions

Inter-PBX Attendant Service (IAS) description

Inter-PBX Attendant Service allows attendants for multiple branches to be concentrated at a main
location. Incoming trunk calls to the branch, as well as attendant-seeking voice-terminal calls, route over
tie trunks to the main location.

Inter-PBX Attendant Service calls are incoming tie-trunk calls from a branch location to the main-

location attendant group. If no attendant in the group isimmediately available, the calls are queued.
When an attendant becomes available, the call routesto that attendant. Extended calls are treated as
incoming calls to the main location.

An Avaya switch can be a branch or main location. Users at each branch can access other branch
locations through the main location. A branch can have local attendants. Users access these |ocal

attendants normally.

Administering Inter-PBX Attendant Service

Screen

Field

Tie Trunk Group (Main)

Incoming Destination

Console Parameters (Branch)

IAS (Branch)

IAS Tie Trunk Group No.

IAS Att. Access Code

Tie trunk group (Branch)

All
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Inter-PBX Attendant Service interactions

Attendant Control of Trunk-Group Access

If acall at abranch attemptsto access a controlled trunk group, the call routes to a branch
attendant, if thereis one. If there is no branch attendant, the call routesto the attendant group at
the main location.

Attendant Display and DCS Attendant Display

In a DCS environment, an incoming call from a branch displays at the attendant console at the
main location as alocal call.

Inanon-DCS environment, an incoming call displays at the attendant consol e at the main location
as an incoming tie-trunk call.

Attendant Recall

If an attendant at the main location holds a call, the calling parties at the branch cannot recall the
attendant.

Call Coverage

A call redirected to a coverage path with the attendant group as a coverage point skips that
coverage point. It goesto the next coverage point at the branch, if administered, or continues to
ring at the previous coverage point. If the attendant group O is the only coverage point, it
continues to ring at the principal’s extension.

Centralized Attendant Service
CAS and Inter-PBX attendant calling cannot be used at the same time.
Dia Accessto Attendant

Administer Dial Accessto Attendant viathe dial platform to the same digit on both the IAS main
switch and the IAS branch switch. On the branch switch, administer the PBX attendant access
code (Console Parameters screen) to match the main PBX attendant-group dial access code.

Night Service

Inter-PBX Attendant Calls deactivates when a branch goes into night service, and reactivates
when the branch comes out of night service.

ISDN Feature Plus

The main ISDN Feature Plus topicsincluded in this section are

¢ |SDN Feature Plus description
e Administering ISDN Feature Plus

e Differencesin Inserted Digits field

* Interrogation
¢ |SDN Feature Plusinteractions
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ISDN Feature Plus description

ISDN Feature Plusis an international feature, and does not apply to systemsin the U.S. Thisfeature
allows you to have basic feature transparency over public networks without having a dedicated leased
line. This provides alower cost option for using the switched public network.

ISDN Feature Plus uses Communication Manager proprietary signaling protocol. The features do not
function in the same way as their QSIG or DCS counterparts.

To use Feature Plus, Phase |, you need DID extensions. In addition to the general Feature Plus call
handling, Feature Plus includes the following features:

¢ Centralized AUDIX — A simple, one step “coverage” to voice mail. If voice mail is unavailable
for any reason, the call does not cover elsewhere.

¢ Call Diversion — You can divert (or forward) calls unconditionally, upon busy or no reply, to
another extension including forwarding voice mail.

e Cadling Number ID — You can display the calling party’s number to the called party during
alerting and after answer.

¢ Calling Name — You can assign the Calling Name Feature Plus identifier with amaximum size
of 15 bytes or the maximum network subaddress size, whichever islower.

* Connected Line Identification Presentation (COLP) — You can assign display forwarded-to party
information to the calling user’s display.

¢ Call Transfer - Basic— You can assign transfer calls between parties across the public network is
supported. Display updates at the time of transfer or upon completion of transfer, however, are not
supported.

¢ Served User PBX for Centralized AUDIX — Determines where to send messages destined for the
AUDIX hunt group.

* Message Waiting Indication — You can assign display a message waiting indication on a user’s
voice terminal.

Administering ISDN Feature Plus

210

NOTE:

Starting with Release 10, the system software release, Offer Category, features, and
system capacities are controlled through the License File. The init login does not have the
ability to change the customer options, offer options, and specia applications screens.
However, these screens are till available through the display system-parameters
customer-options command.

1 Onthe System-Parameters Customer-Options screen, verify that the:
— G3VersionisV7 or higher.
— |ISDN FeaturePlusfieldissettoy.
2  Onthe same screen, verify either one or both of the following:
— ISDN-PRI fieldissettoy, or
— ISDN-BRI Trunksfieldissettoy.
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Verify either one or both of the following:
— ISDN-BRI Trunk Group — Verify the Supplementary Service Protocol field isset to f
— ISDN-PRI Trunk Group — Verify the Supplementary Service Protocol field isset tof.

On the Feature Related System Parameters screen, set the Feature Plus Ext field to the local
extension used to terminate Feature Plus signaling for ISDN Feature Plus.

On the Hunt Group screen, to add a centralized AUDIX system, set the M essage Center field to
fp-mwi.

To start administration for Message Waiting Indication at the Message Center PBX:

1

2
3

4

On the Feature Related System Parameters screen, set the MWI - Number of Digitsper AUDIX
Subscriber field to the desired number.

On the Processor Channel Assignment, set the Application field to fp-mwi.

Administer the Message Waiting Indication Subscriber Number Prefixes screen. To start the
Calling Name feature:

On the ISDN-BRI or ISDN-PRI trunk group screen (whichever you are using), set the Send
Namefieldtoy.

Differences in Inserted Digits field

There isadifference in how the Inserted Digits to form Complete Number field on the M essage Waiting
Indication Subscriber Number Prefixes screen is used for QSIG and Feature Plus. This differenceis due
to the difference in how the Feature Plus and QSIG-TSC platforms operate.

For Feature Plus, the Feature Plus extension must be included in the Inserted Digitsto form Complete
Number field, while for QSIG, only the higher order digits need to be included. (In QSIG MWI, the
subscriber number is appended to the inserted digits and the resulting number is used to route over a
QSIG TSC.) For example, Dallasis a Message Center PBX and Chicago is aremote PBX:

If Feature Plusis running between Dallas and Chicago and the Feature Plus extension in Chicago
is 82000, the Inserted Digits to form Complete Number field administered in Dallas to get to
Chicago must be 3035382000. The Routing Digits (AAR/ARS Access Code) field also needs to
befilled in appropriately.

If QSIG is running between Chicago and Dallas, the | nserted Digitsto form Complete Number
field must contain 30353. The Routing Digits (AAR/ARS Access Code) field also must befilled

in appropriately.)
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Interrogation

When performing an audit, the Served User switch sends a request towards the Message Center switch.

AsaM

essage Center PBX, the Avaya switch receives the request message, mapsit intoaMW STATUS

REQUEST - SINGLE STATION message, and sends it to AUDIX on the BX.25 link. When the AUDIX

system

repliesto the DEFINITY or Avaya system on the BX.25 link withaMW STATUS UPDATE, the

Message Center switch sends the information on to the appropriate Served User switch.

If it isaMessage Center PBX, the MW STATUS UPDATE indicates whether there are any
messages waiting, not how many messages are waiting or what mediatypes are these messages. If
the MW STATUS UPDATE indicates that there are new messages, then the Message Center PBX
sends a message telling the Served User PBX to activate the message waiting indication.
Similarly, if the MW STATUS UPDATE indicates that there are no new messages, then the
Message Center PBX sends a message telling the Served User PBX to deactivate the message
waiting indication.

If itisaServed User PBX, when the Served User PBX receives theresult, it makes sure that the
result received from the Message Center matches the state of the Served User’s light.

ISDN Feature Plus interactions

212

Automatic Circuit Assurance

Automatic Circuit Assurance (including Referrals) is not activated for calls terminating at the
Feature Plus extension.

Distributed Communication System (DCS)
Feature Plus signaling links do not support DCS.
Feature Plus Centralized AUDIX

— Cadlling Line Identification Presentation (CLIP)

If the public network supports CLIP and the called user has subscribed to the service,
calling party information is available to the called user when messages are retrieved.

— Feature Plus Diversion

Feature Plus Centralized AUDIX relies upon Feature Plus Diversion. When a call covers
to AUDIX, it must invoke Feature Plus Diversion to identify the called party to AUDIX.

— Feature Plus Message Waiting

When acalling party leaves a message using Feature Plus Centralized AUDI X, Feature
Plus Message Waiting engages and turns on that subscriber’s message waiting indicator.

Feature Plus Forwarding (Diversion)
— Cadlling Line Identification Presentation (CLIP)

If the public network supports CLIP and the forwarded-to user has subscribed to the
service, then calling party information is avail able to the forwarded-to user’s display.

— Connection Line Identification Presentation (COLP)

If the public network supports COL P and the calling user has subscribed to the service,
then forwarded-to party information is available to the calling user’s display.

— Feature Plus Centralized AUDIX

Feature Plus Centralized AUDIX relies upon Feature Plus Diversion. Invoke Feature Plus
Diversion first to enable the Centralized AUDIX feature.
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— Call Coverage
¢ Terminating call has coverage active

If acal isforwarded off-switch, and the terminating switch has call coverage
activated and the criteriais met, the call will not go to the forwarding coverage
path. It goes to the terminating coverage path.

¢ Forwarding and Coverage

If the last coverage point in the coverage path is a number that routes over an
ISDN SSF trunk, no Feature Plus Diversion information passes to the coverage
PBX.

— Automatic Callback

If automatic callback was activated before the called voice terminal user activated Call
Forwarding over an ISDN SSF trunk, the callback call attempt is redirected to the
forwarded-to party over the SSF trunk.

— Cdl Park

If aforwarded-to (diverted-to) extension user parks acall that has been forwarded from an
ISDN SSF trunk, the call normally is parked on the forwarded-to extension, not on the
forwarded-from (called user) of the ISDN SSF trunk.

¢ Feature Plus Message Waiting Indication
— Audio Information Exchange (AUDIX)

Feature Plus MW!I depends on the presence of a Message Center. Whenever an Avaya
switch acts as a Message Center switch, there is an interaction between the switch and the
AUDIX system. The switch must be able to receive messages from the AUDIX system
then, if applicable, send the appropriate Feature Plus MWI message to the network.
Similarly, if the switch receives a Feature Plus MWI message, the switch trandlates the
Feature Plus message into the appropriate AUDIX message and passes it to the AUDIX
system.

The only messages that Communication Manager handles are AUDIX messages along the
BX.25 link. Feature Plus MWI can interwork with Basic AUDIX, including INTUITY
AUDIX, and with DEFINITY AUDIX with the DCIU control link. Feature Plus MWI
does not work with the DEFINITY AUDIX that emulates a DCP voice terminal or with
versions of AUDIX that communicate to Avaya mode codes.

Implementation requires that all users on a Served User switch use the same Feature Plus
Message Center. Some of the served users can use a Feature Plus Message Center, while
others use alocal message center and/or a DCS Remote Message Center and/or a QSIG
Message Center. However, some served users on a switch cannot use one Feature Plus
Message Center while other served users on the same switch use a different Feature Plus
Message Center.

— Off-Premise Station

Feature Plus MWI does not work with an off-premise station implemented with aDS1
circuit pack.

e QSIG
Feature Plus signaling links do not support QSIG.
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Centralized Voice Mail

The main Centralized Voice Mail topicsincluded in this section are
¢ Centralized Voice Mail description

¢ Configuration requirements
e Administering Centralized Voice Mail

Centralized Voice Mail description

You can use a single voice mail system to support multiple Avaya switches and Merlin Legend/Magix
systemsin a network via mode code. This capability is available for:

* Avayasystem software (Release 8 or later)
¢ Merlin Legend R6.10r later
* MerlinMagix 1.0 or later

Voice mail systems that support these connections are:
* Intuity AUDIX R4.4 or higher running on a MAP5, with up to 18 ports
* Octel 100, with up to 16 ports

Features that are supported
¢ Calling party name/number sending/retrieval
* Message waiting light activation
* Remote coverage to voice mail

¢ Fax, aswell asvoice, mail

Features that are not supported

The following capabilities are not supported in Centralized Voice Mail through mode code;
* Most DCS feature transparency.
* Centralized voice mail for atandem switch (does not have adirect connection to the hub switch).
¢ Transfer into voice mail

Configuration requirements

Centralized voice mail viamode code requires the following:

* An Avayaswitch as the hub of the voice mail network, with the voice mail system directly
connected to it.

¢ Direct ISDN PRI tandem trunk connections, using DS1 service between the hub and the switches
the voice mail supports. The system uses the D-channel to transmit mode code signals to light
message waiting lights on remote extensions.
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¢ Auniformdial planfor all switches in the network, with a4-digit plan if Merlin Legend/Magix is
part of the network.

* Oneand only one mailbox for each extension in the network.

NOTE:

DCS software, X.25 hardware, and CLAN hardware/software are not required for this
type of network. Additionally, you cannot network switches simultaneously using both
mode code and DCS.

NOTE:
To use Centralized Voice Mail viaMode Code, you' re network must be in a hub/spoke
configuration, with no more than ten DCS network nodes.

Configuration example

Figure 23, Example of a Centralized Voice Mail configuration, on page 215 shows what a configuration
of centralized voice mail viamode might look like.

In this configuration, system A is the hub. Voice mail system X isthe centralized voice mail system. All
other systems in the network are supported by voice mail system X except Legend system E and system
D. These switches do not have a direct ISDN-PRI connection to the hub.

Figure 23: Example of a Centralized Voice Mail configuration
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Administering Centralized Voice Malil

The following steps describe how to set up centralized voice mail. For information on setting up Merlin
Legend/Merlin Magix, see your Merlin documentation. For information on setting up I ntuity Messaging
Solutions, see your Intuity documentation.

1

2

10

11

12

216

Enter display system-parameter s customer -options on the command line of your system
administration screen.

On page 3, verify fields as follows:
— | SDN- PRI fieldisy.
— Mode Code for Centralized Voice Mil fiddisy.
— Mbde Code Interface fiddisy.
— UDP field isy.

On the hub switch, enter add trunk group xxxx on the command line of your system
administration screen, where xxxx is the number of the ISDN-PRI trunk group connecting the hub
with the remote switch.

On page 1, verify fields asfollows:
— G oup Type fieldisI SDN.
— Servi ce Type fieldisTIE.
On page 2, verify fields as follows:
— Send Nane fiddisy.
— Send Cal l i ng Nunber fieldisy.
— Nunberi ng Format fieldisPrivate.
— Send Connect ed Number fiedisy.
On each remote switch, repeat steps 3-5.

On each switch in the network, enter change dialplan analysis on the command line of your
system administration screen.

Administer the dial plan for each node in the network. Usually the hub is considered Node 1.
For each node, enter change featur e-access-codes on the command line.
On page 2, verify fields asfollows:

— Leave Word Calling Send a Message field is#90.

— Leave Word Calling Cancel a Message field is #91.

NOTE:
All nodes in the system and the Voice Mail system must match this setting.

For each node, enter add ds1UUCSS on the command line, where UUCSS is the address of the
DS circuit pack.

On page 1, verify fields asfollows:
— Li ne Code fieldisB8ZS.
— Fram ng field is extended superframe.
— Si gnal i ng Mode field is ISDN/PRI.
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— Connect field is PBX.
— I nterface field is network (for the hub) and user (for the remote switch).

NOTE:
Mode Codes will not work with D4 or SuperFrame

For each node, enter change signaling-group next on the command line. Administer the
signaling group.

For each node, enter change isdn private-numbering, and verify fields as follows:
— Set Network Level fieldisO.

This setting overrides the signaling on the D channel, allowing the M essage Waiting lamp
activation signal to be sent

On the Avaya node, enter change system-par ameter s mode-code on the command line.

On the hub switch, set the VM S Hunt Group Extension field to the voice mail hunt group
extension.

On the remote switches, repeat Step 15. Enter the voice mail hunt group extension in the Remote
VMS Extension - First field.

For each node, enter change aar analysis on the command line.
Verify the following:
— Cal | Type fiedislevO.
On the hub switch, enter change station extension for each port extension in the voice mail hunt
group.
On Page 1, verify the following:
— Type fiddisvmi.
On Page 2 of the Station screen, administer or verify the following:
— LWC Reception field is msa-spe (M essage Server Adjunct-System Processing Element).
— Leave Word Calling field isy.
— Adjunct Supervision field is .
— Distinctive Audible Alert field isn.
— Switchhook Flash field isy.
— LWC Activationfieldisy.
For each remote node, enter change cover age remote on the command line.

24 Administer or verify the following:

— 01 contains the extension of the voice mail hunt group.
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Japan TTC Q931-a

The main Japan TTI Q931-atopics included in this section are
e Japan TTC Q931-adescription
e TTCBasic Cal Setup with Number Identification Supplementary Service
e TTC Q931-aProtocols
e Administering Japan TTC Q931-a

Japan TTC Q931-a description

The Telecommunications Technology Committee (TTC) of Japan defines national standardsthat are to be
used in domestic public and private network facilities. The TTC typically modify other international
standards as defined by ITU-T for use in Japan with additional national protocols to enhance operation
for their customers.

The TTC has defined afamily of Q931-a private networking protocols that allows for alevel of feature
transparency between different switches within a single vendor or multi-vendor private network.
Communication Manager provides connectivity into the Japanese private networking environment
through two methods:

¢ Channel Associated Signaling

* |SDN (Integrated Services Digital Network) PRI (Primary Rate Interface) — TTC specific
protocol. Communication Manager supports Basic Call with Number Identification services.

TTC Basic Call Setup with Number
ldentification
Supplementary Service

Communication Manager allows the display of the calling party number to the called party.
Communication Manager aso displays the connected number to the calling party after the call connects
to the called number of another destination. For many protocols, Number Identification is considered to
be part of Basic call; however, the TTC protocol defines Number |dentification servicesto be part of their
supplementary services offering. No additional supplementary services are supported at thistime.

You can administer outgoing callsas “yes’, “no”, or “restricted.” Restricted means that Communication
Manager sends the information but sends it “ presentation restricted,” which indicates to the receiving
switch that the information should not be displayed. A received restricted number isincluded on the Call
Detail Record (CDR).
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TTC Q931-a Protocols

The TTC defined private networking ISDN protocol islargely based upon ITU-T Q.931 protocol.
Communication Manager supports the following TTC defined protocoals:

Basic Call support as defined in JT-Q931-a“ Digital Interface between PBXs (Common Channel
Signaling) — Layer 3"

Number Identification Services as defined in JT-Q951-a “ Digital Interface between PBXs
(Supplementary Services) — Number Identification Services’
Differences from ITU-T Q.931 include:
* symmetrical operation as Peers similar to QSIG protocol, i.e. No Network/User definition
¢ different protocol discriminator
* Progress Indicator |E not supported in DISCONNECT messages
¢ Timers T310 and T313 are disabled
* Sending Complete | E not supported
* NOTIFY messages are not supported.

Administering Japan TTC Q931-a

Complete the following stepsto set up TTC connections:
1 Veify that you have the appropriate circuit pack for integration

Enter display system-parameter s customer-options on the command line.
On page 1, verify that the G3 Ver si on fieldisV8 or later
On page 2, verify that | SDN- PRI fieldisy.
Administer the TTC DS-1 circuit pack.
Check for the following field entries:

— Connect field— pbx

— I nterface — peer-master or peer-slave

— Peer Protocol —TTC

ga b~ WN

— D- channel — must match between the local and receiving switches)

— Channel Numberi ng — sequential or timeslot (Thisfield must be the same on both
thelocal and receiving switches)

6  Administer or check the TTC ISDN trunk group(s) associated with the DSL circuit pack.
Check for the following field entries on page 1 of the Trunk Group screen:
— Goup type —isdn
— Suppl enentary Service protocol —a
— Qutgoing Display —y
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Check for the following field entries on page 2 of the Trunk Group screen:
— Di sconnect Supervision—y
— Nunberi ng format — public, private, unknown, unk-pvt
— Send Cal | ed/ Busy/ Connect ed Nunmber —y
— Sending Calling Nunmber —y
— Send Name —n
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5 Troubleshooting

This chapter describes troubleshooting methods for the TN799DP C-LAN, the TN2302AP IP Media
Processor and the UDSL tie trunk circuit packs.

Troubleshooting the TN2302AP
and TN799DP circuit packs

If your TN2302AP IP Media Processor or TN799DP C-LAN circuit pack is not working, try these basic
procedures before contacting Avaya for assistance. The following table lists some common circuit pack
error messages and solutions.

Error Message Solution

“Invalid board location; please press Inspect board location. The entered board location is

HELP’ invalid or does not contain a C-LAN (TN799DP) board.

“No resource administered for this Enter correct resource type on ip-interfaces screen.

region”

“This board is not an administered IP- | Inspect board location. The entered board location

Interface’ contains a C-LAN which has not been administered on
the ip-interfaces screen.

H.323 trunk troubleshooting

Signaling group assignments

You can assign multiple H.323 trunk groups to a single signaling group. However, when H.323 trunk
groups have different attributes, assign each H.323 trunk group to a separate signaling group. An H.323
signaling group directs all incoming callsto a single trunk group, regardliess of how many trunk groups
are assigned to that signaling group. Thisis specified in thefield “ Trunk Group for Channel Selection” on
the H.323 signaling group screen.

In the example shown in Figure 24, Shared signaling group, on page 222, two trunk groups are assigned
to the same signaling group on each of two switches, A and B. Trunk groups Al and B1 are set up to
route calls over a private network. Trunk groups A2 and B2 are set up to route calls over the public
network. The signaling group on switch B terminates all incoming calls on trunk group B1 as specified by
the “Trunk Group for Channel Selection” field. Calls from switch A to switch B using trunk group A1
and the private NW are terminated on trunk group B1, as desired. However, calls from switch A to switch
B using trunk group A2 and the public NW are also terminated on trunk group B1, not trunk group B2,
which is the desired outcome.
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Figure 24: Shared signaling group
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The solution to this problem isto set up a separate signaling group for each trunk group, as shown in the
following figure. More generally, set up a separate signaling group for each set of trunk groups that have
common attributes.

Figure 25: Separate signaling group
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No MedPro resources available

If two switches are connected via an H.323 trunk and all MedPro resources are in use on the call-
destination switch when acall is made, the call will fail even when a second preference is administered in
the routing pattern on the source switch. This can be avoided by setting the first preference look ahead
routing (LAR) to “next” in the routing pattern.

C-LAN sharing

Depending on the network configuration, asingle C-LAN board can handle the signaling for multiple
applications. For example, the call center Call Management System (CM S) typically uses asmall portion
of aC-LAN'’s capacity so the same C-LAN can handle the signaling for other |P endpoints at the same
time. There are many variables that affect the number of C-LAN circuit packs that you need for your
network configuration. Contact your Avaya representative to discuss ways to accurately estimate the C-
LAN resources you need.
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Traffic congestion is potentially a problem when multiple IP Interfaces (such as C-LAN, IP Media
Processor, PCs, CMS) share a network and some of the endpoints are heavily used. This problem can be
minimized by using a switched network and assigning endpoints (such as CMS) to a separate LAN/WAN
segment.

Troubleshooting Avaya IP telephones

If the Avaya IP Telephone installation or administration is not working, try these procedures before
contacting your Avaya Service Center for assistance. The following table outlines some common IP
Telephone troubleshooting symptoms.

Symptom Solution

Unableto access|P Station | Make surethel P St at i ons field in the Customer-
screens Options Screen isset toy. If it is not enabled, you must
obtain anew License File.

Port field display on the Thefield defaultsto x until astation registersfor the first
Station Screen reads “x” time. After the station has registered once, the port field
shows the virtual LAN port address, even if the station
unregisters. Use the list registered-ip-stations
command for alist of registered |P endpoints and their
associated ports.

IP Telephone not working | Usethe status station <extension> command to see if
the station isregistered. The status should be r egister ed-
authenticated.

To unregister all H.323 endpoints, use the reset ip-
station command. When the SAT displays “ Command
completed successfully,” it means that the system has
started sending reset messages to all of the H.323
endpoints. After sending the reset messages, the system
unregisters the endpoint.

Troubleshooting problems with shuffling and
hairpinning

Use the following procedures to maintain, review, and troubleshoot the status of stations, trunks, and |P
network regions.

You can also access the Avaya support website at http://support.avaya.com. From there, you can search
for additional troubleshooting information.
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Reviewing a station’s IP connection status

Use the status station command to determine the type of 1P connection that is active.
1 Typestatusstation extension to open the Call Control Signaling screen.
2 Moveto the Call Control Signaling page.

ﬂt atus station 23484 Page 3 of 3 \

CALL CONTROL SI GNALI NG

Swi t ch IP |
P
Port Switch-end | P Addr: Port Set-end | P
Addr: Port
IP Signaling: 1C1417  XXX.XXX.XXX.XXX: NNNNN XXX. XXX. XXX. XXX: nnnnn
H. 245:
Node nane:

Net wor k Regi on:
AUDI O CHANNEL

Switch 1P I P
Por t Switch-end | P Addr: Port Set-end | P Addr: Port
Audi 0: S0005 XXX.XXX.XXX.XXX: NANNN XXX.XXX. XXX. XXX: nnnnn
Node nane:

Net wor k Regi on:
Audi o Connection Type: ip direct

Product |ID: 1234Soft R2
H. 245 Tunnel ed i nQ 931:

K Regi stration Status: authenticated J

3  Review thefollowing field:

Field Value

Audio * ip-tdm - connections from one endpoint through the
Connection TDM bus and back through the Media Processor
Types .

ip-hair pin - connection is between two endpoints that
goes through the Media Processor but not through the
TDM bus

* ip-direct - connection goes directly between two
endpoints without going through the Media Processor

* ip-idle- the endpoint isidle and not connected

4  Exit the screen.
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Use the status trunk command to determine the type of |P connection that is active.

1 Typestatustrunk group/member to open the Trunk Status screen.

Port:

status trunk 1/19
Trunk Group/ Member :

Signaling Goup ID 1

Connected Ports

Switch
Por t
Q 931: 12B1217 XXX.XXX.XXX.XXX:
H. 245: 12B1217 XXX.XXX.XXX.XXX:
G 711- MJ Audi o0: 12B1108

TRUNK STATUS
01/19
T00123

Service State:
Mai nt enance Busy? no
CA-TSC state:
MM Conference ID: 8
MM Endpoint ID: 2

not

01B1431 01C1008
S00004

I P

Por t
nnnnn
nnnnn
XXX, XXX. XXX. XXX

I P
Far-end | P Addr:
XXX. XXX. XXX. XXX:
XXX. XXX. XXX. XXX
nnnnn XXX. XXX.

Near -end | P Addr:

H. 245 Tunneled in Q 931? no
Audi o Connection Type

ip-tdm

SPE B

al | owed

Por t
nnnnn
nnnnn

XXX. XXX

in-servicelactive

nnnnn

2 Review thefollowing field:

Field Value

Audio * ip-tdm - connections from one endpoint through the
Connection TDM bus and back through the M edia Processor. For an
Types IP-TDM call, the audio switch port field shows a port

on a TN2302AP Media Processor board.

ip-hairpin - IP connection is between two endpoints
and goes through the Media Processor, but not through
the TDM bus. For an | P-media processor-1P hairpin
call, the audio switch port field shows a cabinet and
slot, but not a port, on a TN2302AP Media Processor
board.

ip-direct - the IP-1P connection goes directly between
two endpoints without going through the Media
Processor. For an |P-1P direct call, the audio switch port
field shows avirtual port number, for example, one
starting with T.

ip-idle- IPendpoint isidle and not connected. If atrunk
isIP-idle, the audio switch port field is blank.

3  Exit the screen.
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Reviewing the IP network region status

Use the status i p-network-region command to determine if any of the IP network regions failed a ping
test. If so, thisindicates a connectivity failure between the network region you included in the command
and the network region shown on the screen.

1 Typestatusip-network-region x to open the Inter Network Region Connection Management
screen.

ﬂt atus ip-network-region 1 Page 1of 1 \

Inter Network Region Connection Status

%)
o

Dst Conn Conn BWIlinmts BU- Used( Kbi t s) #- of - Connecti ons Deni al s
Rgn Typw St at Tx Rx Tx Rx Today

&
=}

direct pass NoLi mi t
direct pass 512: kbits
i ndirect pass
indirect fail
i ndirect pass
i ndirect pass
10 direct pass NoLi m t
20 direct pass NoLi mi t
100 direct pass NoLi m t
101 direct pass NoLi mi t
102 direct pass NoLi mi t

~NoO O~ WN

[eNeoNoNoNoloNoNoNoNoNe)
[eNeoNoNoNoloNoNoNoNoNe)
[eNeoNoNoNoloNoNoNoNoNe)
[eNeoNoNoNoloNolNoNoNoNe)
[eNooNoNoNoNoNoloNoNe)

KAHHD—‘HD—‘HD—‘HD—‘HD—‘

2 Review the information on the screen.
The values indicate that the two regions:
* Dst Rgn not listed - are not administered
¢ fail - failed the maintenance ping test
* pass- passed the ping test.
3 Exit the screen.

Displaying failed IP network region
connections

Usethe display failed-ip-networ k-region command to list the 100 network regions with highest number
of broken connection paths. If a single network region has alarge number of broken paths, the data
equipment inside that region is probably the cause of the problem.
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1 Typedisplay failed-ip-network-region to open the first 100 worst network regions screen

Di spl ay fail ed-ip-network-region Page 1of 1

WORST NETVWORK REG ONS
Net wor k Regi on: Nunber of Broken Pat hs

L s
T O O O g

N

The network regions are ordered from worst to best.

For example, in the pictured screen, region 5 has 9 broken paths (5:9) and region 4 has 5 broken
paths (4:5).

3  Exit the screen.

Testing failed IP network regions

Use the test failed-ip-networ k-region <#> or all command to initiate areal-time ping test for all failed
network-regions connections.

If there are no failed network-region connections, the network region connection warning alarm is
cleared.

1 Typetest failed-ip-network-region <#> or all to begin the test.

2  Test results screen appears at end of the test

TEST RESULTS

Por t Mai nt enance Nane Al t. Name Test No. Resul t Error Code

NR- CONN XXX-YYY 777 PASS/ FAI L/ ABORT

3  Review thetest results.
* NR-CONN represents the Maintenance Object Name for this test
* XXX-YYY represents the pair of failed network regions being tested
* ZZZ represents the test number

4 Exit the screen.
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Considerations

228

Consider the following conditions when using hairpinning and shuffling.

Table 31: Considerations with hairpinning and shuffling 1 of 3

Condition Solution
Audio Hairpin The switch may undo hairpinning of audio connections, if athird
Connections party is conferenced into the existing two-party call, or when the
come undone switch wants to insert a tone or announcement into the
connection, or for many other reasons. See Feature to Feature
Interactions in this section for acomplete list of situations that
would cause the switch to undo a hairpin connection.
Volumeistoo The end user using the Avaya endpoint would not have to adjust
quiet after a the volume control while the end user using a non-Avaya
hairpin endpoint may need to adjust the audio volume after the audio

hairpinning is done.

Audio Shuffling
Connections

The audio shuffling may cause adisruption in the media exchange
for aduration of approximately 200ms. The disruption may be
longer for an inter-network region call or acall traversing
multiple switches. For acall involving aH.323 trunk as one of the
endpoints, the administered value of the field “direct ip-ip audio
connections’ on the signaling group associated with that trunk
determines the peer PBX’'s Media Processor capability to handle
shuffling.

For acall traversing through multiple switches, the shuffling
process may continue either leading to afull shuffle or a partial
shuffle. For a normal point-to-point call between two IP
terminals, the process can begin as soon as the terminating end
answers the call. The call may undergo direct ip-ip audio
connection or TDM connection based on user actions and feature
interactions.

Theyellow LED

Aslong as a TN2302AP Media Processor board is hairpinning

on Media cals, itsyellow LED will belit. Thereisno simple way to

Processor board identify al of the extension numbers that are hairpinning through

remainslit aparticular TN2302AP Media Processor board. It is possible to
determine which TN2302A P Media Processor board a particular
extension is using for hairpinning, by looking at the audio port
field on the status station screen. A hairpinned call will show
there as using a TN2302A P Media Processor board slot, but not
which TN2302AP port.

TTD equipment If Teletypefor the Deaf (TTD) equipment isto communicate over

isnot sending or
receiving tones
accurately

H.323 trunks, the system administrator should ensure that G.711
codecs are the primary codec choice for those trunks. This will
ensure that the TTD tones are accurately sent through the
connection.

lof 3
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Table 31: Considerations with hairpinning and shuffling 2 of 3

Condition

Solution

Audio quality
degrades

Audio quality may suffer if acall is subjected to a series of
compressions of different types (some degradation is observed
even if the same codec is used multiple times). If hairpinning or
shuffling cannot be invoked, then maximum use of a G.711 codec
should be encouraged to avoid multiple codec steps.

Switch ends IP
audio channel

When and ip-media processor-ip hairpin or ip-ip direct cal
disconnects, if any set remains off-hook, the switch will connect
to the set the appropriate tone as administered by the Station Tone
Forward Disconnect field on the Feature-Related System
Parameters screen. If that administered value is not silence, the
switch will reconnect the audio path of such sets back to a
TN2302AP Media Processor port and the TDM bus, if an audio
channel isavailable in the same network region. If that
administered value is silence, the switch will end the IP audio
channel.

Station cannot
hairpin

If astation is administered for dual-connect, and if the two
extension numbers for that station have differing values
administered in their “Direct |P-1P audio connection?’ fields, the
resulting station will not be allowed to hairpin.

If astation is administered for dual-connect, and if the two
extension numbers for that station have differing values
administered in their “IP-1P audio hairpinning?’ fields, the
resulting station will not be allowed to hairpin.

User experiences
one-way audio as
soon asthe far
end connects

If an endpoint is not capable of shuffling, and also is not capable
of signaling that limitation during registration, but the system
administrator administers that endpoint to allow shuffling, the
endpoint user will notice that two-party callsto other IP endpoints
that are also administered as capable of shuffling will have one-
way audio as soon as the far end answers the call, and similarly
for calls from such endpoints.

Service Observer

If acall center agent is active on atwo-party ip-ip direct call, and

experiences acall center supervisor chooses to service observe into the call,

break in speech the agent would likely notice the 200ms break in the speech path

path while the call is being shuffled back to an ip-tdm-ip call. Stations
that may be service observed should be administered to block
shuffling.

LAN endpoint If aLAN endpoint is administered for permanent audio service

cannot be link operation, the endpoint can not be administered to shuffle

administered to audio connections.

allow shuffling

20f3
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Table 31: Considerations with hairpinning and shuffling 3 of 3

Condition Solution

Callsaredropped | Busying out the TN2302AP Media Processor board will drop all
during Busyout calls using the board in any manner. Note that calls carried by ip-
and Release ip direct audio connections are not using a TN2302AP Media
Processor board.

Busying out ports 1-8 on the TN2302A P Media Processor will
drop all ip-tdm-ip hairpinned call and prevent future such callson
that port until the port is released, but not drop ip-media
processor-ip hairpinned calls.

Busying out aC-LAN board will cause the sets registered through
that C-LAN to lose their registrations. If the sets are active on
TDM connected or hairpinned calls, the calls will drop. Busying
out a C-LAN board that is carrying signaling for tandem trunks
causes all calls carried over those trunks to drop.

What happensto calls carried by direct ip-ip audio connections
when the corresponding C-LAN board is busied out depends on
the endpoints involved in the call. Whether an endpoint will drop
the call when it loses its registration depends on type of endpoint.
In either case, the switch will not attempt to send new callsto
unregistered sets.

30f3
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IP Serviceability tools

IP Serviceability consists of switch-resident tools for troubleshooting communication problems between
two |P endpoints within a system.

With the switch-resident toals, local and remote service personnel can troubleshoot, diagnose, and repair
I P network-related problems without additional troubleshooting equipment.

Thisfeature is a collection of report commands that monitor the TN799DP (C-LAN) and TN2302AP
circuit packs. The following table lists these commands.

Table 32: IP Serviceability commands

Description Command
Packet Loss/Jitter Size Report status station and status
trunk xx/yy

Thisinformation is not available for shuffled calls.

IP Denia Events Log display events
event type: denial

Netstat ARP Report netstat arp

Address Resolution Protocol (ARP) isalow-level protocol
that “maps’ | P addresses to their corresponding MAC

addresses
Refresh route tables refresh route-table
IP Denia Events Log display events
Trace Route Results trace-route node-name
Trace Route Results trace-route i p-address
Ping Results ping ip-address
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Fixing problems / troubleshooting strategy

The following table lists some of the most common | P problems, their cause and possible solutions.

Table 33: IP troubleshooting guide

Possible
Symptom cause Solution
Noisy connection that eventually Packet loss Depending onthe“side” of the switch,
breaks up, creating gaps in the Jitter use:
conver;at!on and making speech status station
unintelligible.
status trunk xx/yy
I P service not responsive or cannot IP connection Usethedisplay events command with
make connection problem event type: denial to look for denied
IP events.

Diagnostic and troubleshooting commands

The following table lists diagnostic and troubleshooting commands and their use.

Command | Description Use
display This command creates alist of eachtimean IP event is Accumulate data to
events denied, rejected, or some service isnot provided. Eachlog | track denied or
entry consists of rejected |P service.
event type: * a?25-character string that describes the problem
denial * anidentification number that uniquely implicates a
specific piece of code
¢ another numeric string describing the denial
status This command generates a report that shows: Diagnose for station-
station ¢ the number of packetsthat are either lost or gde ! P problems,
corrupted including the IP
phone.
¢ amount of jitter on the connection. In thisinstance, :
status trunk jitter is the variability in the amount of time, in Diagnose for trunk-
Xx1lyy milliseconds, that packets are received over the side IP problem.
network. When jitter increases, the user experiences
anoisy connection, delays, and a general loss of
quality, making speech unintelligible.
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Troubleshooting IP Softphone

Codecs used with NetMeeting

Voice quality for the road-warrior application of |P softphone will vary depending on severa factors.
Poor voice quality can be caused by the use of the high-compression codecs (G.723 or G.729) in situations
where the low-compression codec (G.711) should be used. This can happen unexpectedly when using
NetMeeting. When the G711 is set as the preferred codec on the switch, NetMeeting may fail to useit.
Since there is no way to monitor which codec is being used, the only way to determine that thisis the
problem isto disable all but the G.711 codecs. If calls no longer work, it can be concluded that
NetMeeting isfailing to use the G.711.

The solution to this problem is to upgrade to the latest release of SoftPhone, which no longer uses
NetMesting.

Telecommuter use of phone lines

The telecommuter application of the IP Softphone requires the use of two phone lines: one for the IP
connection to Communication Manager, which is used for softphone registration and call signaling, and
the other for a PSTN connection, which Communication Manager uses as a callback number to establish
the voice path. How you allocate your phone lines to these two functions may make a difference.

For example, assume that you have telephone services provided by the local phone company, such as
voice mail, associated with one of your lines and not the other. In this case, you should use the line with
the servicesto make the initial 1P connection to register the softphone and use the line without the
services as the POTS callback for the voice path. Otherwise, there could be undesirable interactions
between the softphone and the local services. For example, if your telecommuter application isregistered
and you were using your POTS callback line for a personal call when a business associate dialed your
work extension, the business associate would hear your home voice mail message.

iClarity audio level adjustments

When your system usesiClarity, and you have trouble hearing the audio on calls, you can use the Avaya
I P Softphone Audio Control toolbar and the Audio Status dialog box to check microphone volume and
channel power (speakers and headsets) while you are on an active call. You can also use the tools menu to
check bandwidth settings and gain. You can run the Tuning Wizard to retrain AvayaiClarity |P Audio to
the level of background noise at your location. See your |P Softphone online help for more information.

You can access the Avaya support website at http://support.avaya.com. From there, you can search for
additional information, including:

¢ Recommended Headsets for | P Softphone and IP Agent

¢ Recommended soundcards for IP Softphone and | P Agent

¢ USB Headset information

* AvayalP voice quality Network requirements, including VPN and NAT information
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NetMeeting drops unanswered calls

For calls made to a NetMeeting softphone, if the call is not answered or if coverage is not administered,
after about 5 rings NetMeeting drops the call and the station stops ringing but the caller continues to hear

ringback.

The solution to this problem is to upgrade to the latest release of SoftPhone, which no longer uses
NetMesting.

NetMeeting ignores out-of-band tones

NetM eeting ignores any H.323 digits received out-of-band, so it never hears DTMF from the switch,
which always strips DTMF from the audio path and plays it out-of-band with H.323. For example, if you
areon acall on a NetMeeting softphone and the calling party presses a number or character on their
keypad, you will not hear the tone.

The solution to this problem is to upgrade to the latest release of SoftPhone, which no longer uses
NetMeeting.
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A Using IP Routes

Using IP routes

On LANSs that connect to other networks or subnetworks, Avaya recommends that you define a default
gateway. See Default gateway on page 48 for more information. Only in rare cases should you add other
routes to define specific network paths through other gateways.

NOTE:

Avaya recommends that routing is defined on your data network, rather than through
Communication Manager. This section should only be used under exceptional
circumstances.

This table describes the network configurations that require explicit I P routes:

Connection

Type Use IP routes when:

Ethernet * You want the local node to communicate to a remote subnet
without routing through the default gateway.

* You want the local node to communicate with any nodein a
remote network but not with nodes on other networks (thisisa
network route type).

PpPp ¢ There are one or more intermediate nodes between endpoints.

IP routing screen

The following diagram shows the |P Routing screen.

/change ip-route 1 Page 1 of 1 \

I P ROUTI NG

Rout e Number: 1
Desti nati on Node: CLAN-A2
Network Bits: 24 Subnet Mask: 255.255.255.0
Gateway: router-1
Board: 01B05

\ Metric: 1 J

To set up an I P route, enter the node names for the destination and the gateway, and enter the ot location
of the C-LAN on the local switch. The destination and gateway node names and their associated |P
addresses must be specified on the Node Name screen.

The Route Typeisadisplay-only field that appears on the screen for the display, list, and change ip-route
commands. Thisfield indicates whether the route is a host or network route. It is ahost route if the
destination address (associated with the Destination Node on the Node Names screen) is the address of a
single host, or node. It is a network route if the destination address is the address of a network, not a
single node.
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Advanced IP routing

If you wanted the local C-LAN node to be able to communicate with the nodes on the 192.168.1.64
subnetwork and not with others, you could do the following:

1 Leaveblank the Gateway Addressfield on the IP Interfaces screen

2  Enter anode name— for example, “subnet-1" — and the | P address, 192.168.1.64, on the Node
Names screen

3 Setupan IP route with “subnet-1” in the Destination Node field.

IP route example: PPP connections

The diagram below shows a DCS network with PPP signaling connections between systems Chicago and
Denver, and between systems Chicago and Holmdel. PPP data modul es are administered between IP
node 1 and | P node 2 on Chicago and Denver, and between | P hodes 3 and 4 on Chicago and Holmdel.

NOTE:
All nodesin this description, in the diagram, and in the following tables are | P Nodes, and
are not DCS switch nodes.

With these connections, Chicago can communicate with Denver and Holmdel without using the | P
Routing screen to administer explicit host |P routes. However, Denver and Holmdel need host | P routes
to communi cate with each other because they are not directly connected.

—-—~—-=DCS signaling over PPP
- — — — DCS signaling over
ethernet/internet

-] pst k<

1
1
!
I PPP Denver
1
1 _em TS
7 S
1 B \
/ “
| : \‘
\ ! \
. v "\'
o N PP
~-_~[ DS1 |- - . S o -[ DS1 |-
C-LAN|.~ C-LAN|-”
Node 2 Node 4
Node 3
Chicago cydfiprl LIK 032202 Holmdel
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NOTE:

The I P routes between nodes for this example are listed in the following table. The
Destination Node and Gateway Node columns in the table show the nodes to enter on the
IP Routing screen to administer a host IP route. On the | P Routing screen, enter the node
names assigned on the Node Names screen for these nodes.

System IP Node Destination | Gateway | Route
location connections | node node type Comments

Denver 1—>4 4 2 host IP route needed
because thereis an
intermediate node
between nodes 1 & 4.

Holmdel 4—>1 1 3 host IP route needed
because thereis an
intermediate node
between nodes 4 & 1.

NOTE:
The PPP data modules on systems Denver and Holmdel for the connections to Chicago
must be enabled before the I P routes can be administered.

NOTE:

Nodes 2 and 3 in this example are two ports on the same C-LAN board. Messages from
node 1 destined for node 4 arrive at node 2; the C-LAN ARP software routes the messages
to node 4 through node 3.

IP route example: PPP with Ethernet
Connections

The diagram below shows two interconnected (sub)networks. There are three systemsin a DCS network
with a PPP signaling connection between systemsin Chicago and Denver and an Ethernet signaling
connection between the system in Chicago and the adjunct. Chicago and Denver and the adjunct are on
one (sub)network and Holmdel is on another (sub)network.

NOTE:
All nodesin this description, in the diagram, and in the following tables are IP Nodes, and
are not DCS switch nodes.

Chicago acts as a gateway to convert between the two signaling protocols. PPP data modules are
administered between nodes 1 and 3 on Chicago and Denver, and Ethernet data modul es are administered
on Chicago and Holmdel for the C-LAN Ethernet port interfaces to their LANs. With these connections,
Chicago can communicate with Denver and with the adjunct without using the IP Routing screen to
administer explicit |P routes.

Normally, node 5 is defined as the default gateway for node 2 on the IP Interfaces screen, which enables
Chicago to communicate with Holmdel without an explicit 1P route defined. However, if node 5 is not
assigned as the default gateway for node 2, Chicago needs an | P route to communicate with Holmdel
because these systems are on different (sub)networks. Node 6 is normally defined as the default gateway
for node 7. If it is not, Holmdel needs an IP route to communicate with Chicago.
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Also, Denver needs an | P route to communicate with Holmdel, because Denver is connected to Chicago
via PPP and there are intermediate nodes between Denver & Holmdel.

Network 1 Network 2
192.168.1.0 l DS1 192.168.2.0
r ] C-LAN | DS1
| Node 2
| [ ] C-LAN
| | Node 6
DS1 | I
cLANf ———- | Denver :
Node 1 | |
| | | Holmdel
| __ Node 4 Router(s) \Node5 |
| _LAN P & WAN C] LAN
I I | [ 1
o I [
icago | Node 7 |
| |
| Node 3 [
Adjunct | LAN | |
Network 3
192.168.3.0

- === DCS signaling over PPP

- — — — DCS signaling over
ethernet/internet

cydfipr2 LIK 032202

The following table shows the IP routes needed if nodes 5 and 6 are not defined as default gateways for

nodes 2 and 7.

238

Administration for Network Connectivity

November 2003



Using IP Routes A
Using IP routes

Table 34: IP route examples

IP Node IP Route IP Route
System connection | Destinatio Gatewa
location S n node y node Comments

Chicago 2—>7 7 5 IP route needed because nodes 2
& 7 are on different subnets and
the Gateway Addressfield for
the node-2 C-LAN is blank on
the I P Interfaces screen.

Denver 3—>4 4 1 IP route needed because 3 is
connected to 1 via PPP and there
are intermediate nodes between
3 & 4. The datamodule for the
PPP connection between nodes 3
and 1 must be enabled before
administering this route.

3—>7 7 1 IP route needed to because 3is
connected to 1 via PPP and there
are intermediate nodes between
3 & 7. The datamodule for the
PPP connection between nodes 3
and 1 must be enabled before
administering this route.

Holmdel 7—>4 4 6 IP route needed because nodes 4
& 7 are on different subnets and
the Gateway Addressfield for
the node-7 C-LAN isblank on
the IP Interfaces screen.

7—>2 2 6 IP route needed because nodes 2
& 7 are on different subnets and
the Gateway Address field for
the node-7 C-LAN isblank on
the IP Interfaces screen.

7—>3 3 2 IP route needed because nodes 3
& 7 are on different subnets.

This route depends on route
7—>2.

Note: thisroute is not be needed
if node 6 is administered for
proxy ARP to act as a proxy
agent for node 3.
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IP route example: Ethernet-only connections

The diagram bel ow shows three interconnected (sub)networks. There arethree systemsin a DCS network
with Ethernet signaling connections between them. The systems in Chicago and Denver and the adjunct
are on one (sub)network and Holmdel is on another (sub)network. Nodes 1, 2, and 6 are C-LAN ports.
Node 3 is the adjunct interface port to the LAN. Nodes 4, 5, and 7 are interfaces to the WAN/Internet
cloud and have | P addresses that are on different (sub)networks. An Ethernet data module and IP
Interface is administered for the C-LAN Ethernet port on each system.

NOTE:
All nodesin this description, in the diagram, and in the following tables are | P Nodes, and
are not DCS switch nodes.

Chicago and Denver can communicate with each other and with the adjunct without using the IP Routing
screen to explicitly administer host I P routes. Normally, node 4 is defined as the Gateway Address for
node 1 on the IP Interfaces screen, which enables Chicago to communicate with Holmdel without an
explicit host IP route defined. However, if node 4 is not assigned as the Gateway Address for node 1,
Chicago needs an IP route to communi cate with Holmdel because these systems are on different
(sub)networks. Similarly, node 5 is normally defined as the default gateway for node 6. If it is not,
Holmdel needs an | P route to communicate with Chicago.

In this configuration, network IP routes can be used alone, or in combination with host | P routes, to tailor
access among hodes. For example, if you want node 1 to be able to communicate with any node on
(sub)networks 2 and 3, define node 4 as the Gateway Address for node 1. Then you do not need any IP
routes defined for node 1. If you want node 1 to be able to communicate with all nodes on (sub)network 3
but none on (sub)network 2, define a network 1P route to (sub)network 3 (and not assign node 4 asthe
Gateway Address for node 1). Then node 1 can communicate with any node on (sub)network 3 without
defining host I P routes to them.

Network 1 Network 2
,..{ DS1
./" /’I
,: C-LAN ‘ DS1
ppp:l. Node 3 N
/ | C-LAN
~," | Node 7
./.
-4 ps1 |--- |
SACLANfF- — — — — Denver !
Node 1 Ethernet |
Node 2 | Holmdel
| __ Node 5 WAN or \Node6 |
. LAN | | | intranet |
| 1
I
. [
Chicago | Ethernetl |
Node 4
- 1 LAN
Adjunct f |
—-—~—-— DCS signaling over PPP
- — — — DCS signaling over
ethernet/internet cydfipr3 LIK 032202
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The following table shows the IP routes if node 4 is not defined as the Gateway Address (on the IP
Interfaces screen) for nodes 1, 2, and 3, but node 5 is defined as the Gateway Address for node 6.

Table 35: IP route examples (if node 4 is not defined)

System
location

IP Node
connection
S

IP Route
Destinatio
n node

IP Route
Gatewa
y node

Rout

type

Comments

Chicago

1—>6

6

4

host

I P route needed because
nodes1 & 6 areon different
subnets and no Gateway
Addressis specified for the
node-1 C-LAN onthelP
Interfaces screen.

1—>
network 3

network-3

networ

This route enables node 1
to communicate with any
node on Network 3.
Associate the node name
network-3 with the IP
address 192.168.3.0 on the
Node Names screen.

Denver

2—>6

host

IP route needed because
nodes2 & 6 areon different
subnets and no Gateway
Addressis specified for the
node-1 C-LAN onthelP
Interfaces screen.

Holmdel

No IP routes are needed on
system Holmdel because
node 5 is defined as the
Gateway Address for node
6.
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B Feature interactions and
considerations

This appendix contains feature descriptions, considerations, and interactions for
¢ Distributed Communication System

* QSIGinteractions

* Centralized Attendant Service (CAYS) interactions and considerations
¢ Itaian TGU/TGE (main and satellite) interactions

¢ Hairpinning and shuffling feature interactions

Distributed Communication System

Extension Number Portability considerations

¢ If you use DCS, the ENP node numbers must correspond to DCS node numbers.

DCS over ISDN-PRI D-channel considerations
and interactions

Considerations

* The gateway node serves as the terminating node to the D-channel DCS network as well asthe
terminating node to the traditional DCS network.

A switch serving as an ISDN DCS Gateway node introduces some interesting situations when
administering processor channelsin an associated traditional DCS system. In atraditional DCS
network, (BX.25 processor channel links) Remote Port in the “ Processor Channel Assignments”
screen refers to the processor channel of the destination switch. In an Integrated DCS network,
Remote Proc Chan in the “Processor Channel Assignments’ screen refers to the processor
channel of the Gateway switch (if the destination switch is an ISDN DCS system), not the
destination switch.

On the contrary, Machine-I1D in the “Processor Channel Assignments’ screen refersto the
destination switch, either an ISDN DCS system or atraditional DCS system. The Gateway switch
number must not be used in thisfield if the destination switch isan ISDN DCS system.
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Interactions

ASAI

For incoming calls on DCS over ISDN-PRI, ASAI applications receive the ISDN-PRI Calling
Party Information, not the DCS Calling Party Information.

Attendant DXS with Busy Lamp Field

An attempt by the attendant to directly select an extension that has been previously administered
as belonging to a administered NCA-TSC results in intercept tone being received.

CDR

CDR records both the status and the utilization of TSCs. Both CA-TSCs and NCA-TSCs can be
recorded. For more information, consult the CDR description in this manual or the CDR manual.

D-channel Backup

In the event of a D-channel switchover (primary to secondary or secondary back to primary) in a
private network, administered NCA-TSCs that were active are assumed to have remained active.
Any unacknowledged user-user service requests are assumed to be rejected, and administered
NCA-TSCswhich werein the process of being established at the time of the switchover are
dropped when the switchover occurs. Those administered NCA-TSCs that were dropped are
reattempted again.

If a D-channel switchover occurs on a D-channel going to the public network then all TSCs are
dropped. A maintenance-provided “heartbeat” message periodically is sent over each permanent
administered NCA-TSC to ensure that such a situation is detected and recovered from.

Distributed Communications System AUDIX (DCS AUDIX)

The DCS over ISDN-PRI D-channel feature can be used to support DCS AUDIX. (The
connection between si and the AUDIX system should be BX.25 or CLAN.)

GRS

GRS selects TSC compatible facilities when routing NCA-TSCs. In other words, aNCA-TSC
reguest can only select arouting preference that supports TSCs.

In atandem node, GRS first selects facilities that support TSCsif the call fallsinto any one of the
following two conditions:

— It requests a CA-TSC explicitly
— It contains a DCS information element in the SETUP message

Once atrunk group with available members is selected, the call proceeds evenif al the TSCs
belonging to the associated signaling group are active. In other words, the completion of acall is
given priority over DCS transparency.

AT&T SDN or MCI N-Quest

The DCS over ISDN-PRI (DCS+) D-channel feature allows the system to access public networks,
such as AT&T SDN or MCI N-Quest. DCS+ supports all DCS features except for the following:

— DCS Attendant Control of Trunk Group Access

— DCS Attendant Direct Trunk Group Selection

— DCSBusy Verification of Terminals and Trunks
Voice Terminas

An attempt to dial an extension that has been previously administered as belonging to an
administered NCA-TSC results in intercept tone being received.
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Enhanced DCS considerations and
interactions

Considerations

* |f the DCSIink fails, the administrator can choose to allow calls to continue without class of
restriction checking or to block all DCS calls to inward-restricted stations.

Interactions

e C(Classof Restriction

When a call goesto coverage, it isthe called party’s (not the covering party’s) restrictions that are
used.

DCS feature descriptions, interactions
and considerations

Table 36, DCS feature descriptions, interactions, and considerations, on page 245 lists DCS features,
gives a brief description, and describes the feature interactions and considerations for their use.

Table 36: DCS feature descriptions, interactions, and considerations 1 of 10

Feature Description Interactions Considerations
Alphanumeric | Thisfeature allows calling- See Alphanumeric Display On outgoing DCS calls, display of the
Display for name display, called-name interactions called name may be delayed for afew
Terminals display, and miscellaneous seconds until the required information
identifiers to be transferred arrives from the distant node. The called
from atermina on one node to name display only works between Avaya
aterminal on another node. switches
1of 10
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Table 36: DCS feature descriptions, interactions, and considerations 2 of 10

Feature Description Interactions Considerations
Attendant DCS Attendant Control of * DCSAttendant ® Thisfeatureis not available for
Control of Trunk Group Access alows an Display trunk groups with 4-digit trunk
Trunk Group attendant at any node in the *  When auser attempts access codes or for trunk
Access DCSto control an outgoing to access a controlled members 100 through 999.
trunk group at an adjacent node trunk group and is * |f the remote node (where the
in the cluster. The attendant routed to the local trunk group to be controlled
usesaremote-tgsfeature button attendant, the display resides) isa System 75, Generic
on the console for this purpose. shows the reason the 1, or Generic 3, it isnot
To use this feature, you must call was redirected. If necessary for that node to have
have a DCS Trunk Group the call isrouted via an attendant console with
between the loca and remote CAS or the Inter- corresponding three-lamp Trunk
switches, and the trunks in that switch Attendant Hundreds Select button.
trunk group cannot insert digits Callsfeature, the However, if theremote nodeisa
on incoming calls. If you need display does not show System 85, Generic 2.1, or
digit insertion on these trunks, the reason the call Enhanced DIMENSION
it should be added on the was redirected. system, control of the trunk
outgoing trunk based on the e UDP group is not allowed unless an
dialed string. e DCStietrunksshould attendant at that node has a
NOTE: DCS Attendant o be' :n:;]réasm o CGO”&‘pg;‘Id'”gbtht;ee'amp Trunk
Control of Trunk Group Access controlled. This roup Select button.
isnot availableif you are using would result in all ® The attendant must use the
D-channel DCS. UDP calls on the Remote Trunk Hundreds Select
controlled tie trunk button to directly access the
being routed to the controlled remote trunk group.
controlling attendant If an attendant controls aremote
instead of to the trunk group, and that attendant
desired destination. dials the trunk access codes of
the DCStie trunk and the
controlled remote trunk group,
thecall isrouted to the attendant
at the node where the trunk
group resides.
* |f Attendant Control of Trunk
Group Accessis activated, and
no attendant is assigned, or the
attendant is later removed, calls
toacontrolled trunk group route
to the attendant queue.
20f 10
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Table 36: DCS feature descriptions, interactions, and considerations 3 of 10

Feature Description Interactions Considerations

Attendant DCS Attendant Direct Trunk Thisfeature is not available for trunk
Direct Trunk Group Selection allows groups with 4-digit trunk access codes
Group attendants at one node to have or for trunk members 100 through 999.
Selection direct accessto anidle

outgoing trunk at a different
node in the DCS. This feature
functions the same as regular
Direct Trunk Group Selection.
However, the attendant uses a
remote-tgs feature button on
the console for this purpose.

NOTE: DCS Attendant Direct
Trunk Group Selection is not
availableif you are using D-
channel DCS.

To use this feature, you must
have a DCS Trunk Group
between the local and remote
switches, and the trunks in that
trunk group cannot insert digits
onincoming calls. If you need
digit insertion on these trunks,
it should be added on the
outgoing trunk based on the
dialed digits.

You can assign a Trunk
Hundreds Select button to
accessatrunk group at thelocal
node or atrunk group at a
remote node. A Trunk Group
Select button assigned to access
aremotenodeisreferredtoasa
remote Trunk Hundreds Select
button. Pressing a remote
Trunk Group Select buttonis
thesameasdialing thetie trunk

group access code for the
remote node and the trunk
access code of the selected
trunk.
3of 10
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Table 36: DCS feature descriptions, interactions, and considerations 4 of 10

Feature

Description

Interactions

Considerations

Attendant
Display

The DCS attendant console
displays calling-party 1D and
called-party ID information for
callsto and from remote
switchesin the network.

When both ISDN and DCS
display information, or only
DCSdisplay information, is
received, the switch displays
the DCS display information
inthe DCSformat. If ISDN
display informationis
received, and no DCS display
information is received, then
the ISDN display information
displaysin the ISDN formats.

If you call an attendant on another
switch inthe DCS network, your display
shows the attendant’s name, but does not
show the attendant’s extension, instead
you see a zero where the extension
should be.

CORsfor an Avaya switch might not
correspond to those used by an
Enhanced DIMENSION system, System
85, or DEFINITY system Generic 2.1.
Therefore, if the DCS network contains
nodes other than Generic 1 or Generic 3,
the display CORs may be
misinterpreted. If it isimportant that
certain CORs between various systems
correspond with each other, those CORs
should be administered accordingly.

On outgoing calls, the display of called
party information may be delayed afew
seconds until the required information
arrives from the remote node. The called
party information is displayed only if
both nodes are Generic 1 or System 75.
DCS tie trunks between nodes must be
administered with the Outgoing Display
enabled. This enables the called party’s
name to be displayed at the calling
attendant’s display.

40f 10
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Table 36: DCS feature descriptions, interactions, and considerations 5 of 10

B

make an automatic callback
call to auser at another nodein
the DCS.

A DCS Automatic Callback
call can beinitiated froma
terminal at one nodeto a
terminal at another node in the
sameway asif at alocal node
under the following conditions.

* |[f thecalled party isat
a System 85, Generic
2, or Enhanced
DIMENSION PBX
node, the callback call
canonly beactivated if
the called nodeis
returning busy tone or
special audible
ringback.

* [f thecalled party isat
aGeneric 3, Generic 1
or System 75 node, the
callback call can be
activated if the called
node is returning busy
tone, Call Waiting
ringback tone, or
ringback tone.

* Thecalling party must
disconnect within 6
seconds after hearing
the confirmation tone
for Automatic
Callback activation.

NOTE: If the calling party is
on a System 85, Generic 2, or
Enhanced DIMENSION PBX
node and is unable to receive
the callback call (for example,
abusy single-line voice
terminal without Call Waiting),
Automatic Callback is
reactivated by the calling
party’s node. If the calling
party ison aGeneric 3, Generic
1, or System 75 node and is
unable to receive the callback
cal, the calback cal is
canceled.

Attendant Control of Trunk
Group Access

Automatic Callback cannot be
activated if the call usesa
controlled trunk group.

Feature Description Interactions Considerations
Automatic DCS Automatic Callback Attendant Control of Trunk An Automatic Callback request is
Callback allows auser at one node to Group Access and DCS canceled automaticaly if the called

party does not become available within
40 minutes, or if the calling party does

not hang up within six seconds after

activating Automatic Callback.

50f 10
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Table 36: DCS feature descriptions, interactions, and considerations 6 of 10

Feature Description Interactions Considerations
Automatic DCS Automatic Circuit
Circuit Assurance (ACA) dlowsa
Assurance voice-terminal user or attendant
at anode to activate and
deactivate ACA referral calls
for the entire DCS network.
This transparency allows the
referral callsto originate at a
node other than the node that
detects the problem.
If referral calls are generated at
anode for one or more remote
nodes, the remote nodes are
notified when ACA referrd is
activated or deactivated.
Busy DCSBusy Verification of If the Trunk Identification by
Verificationof | Terminals and Trunks alows Attendant feature is used
Terminalsand | attendants and multi- during busy verification of a
Trunks appearance voice-terminal trunk (Trunk ID buttonis
usersto maketest callstovoice | pressed), thetrunk accesscode
terminals and trunk groupsthat | and trunk group member
arelocated at other nodesinthe | number of the DCStie trunk
DCS. being used is displayed.
To use this feature, you must DCSBusy Verification of
have a DCS Trunk Group Terminals and Trunks
between the local and remote transparency islost if the
switches, and the trunksinthat | routing patternisadministered
trunk group cannot insert digits | to not delete the RNX and the
on incoming calls. If you need AAR prefix isinserted on the
digit insertion on these trunks, terminating switch trunk
it should be added on the group. The voice terminal
outgoing trunk based on the display at the terminating
dialed digits. switch displays only
Multi-appearance voice a=station name. Extension is
terminal users can busy-verify left blank.
an adjunct at aremote location
by pressing Verify and dialing
the TAC of the tie trunk group
to the remote node. Then they
must press Verify asecond time
and dial the desired TAC and
the trunk group member
number to be verified.
Verification of the trunk then
continues as if the trunk is on
the same node.
Call Coverage | See Call Coverage See Call Coverage
considerations interactions
6 of 10
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Table 36: DCS feature descriptions, interactions, and considerations 7 of 10

Feature

Description

Interactions

Considerations

Call
Forwarding

DCS Call Forwarding alows
al callsto an extension to be
forwarded to a selected
extension in the DCS network
or to an external (off-premises)
number.

If the Call Forwarding and
DCS Call Forwarding are both
active, and if acal is
forwarded between extensions
on the same node, the Call
Forwarding coverage path is
used. If the nodes are different,
the DCS Call Forwarding
coverage path is used.
Voice-terminal usersin the
DCS can activate/deactivate
this feature with adial access
code or with a Call Forwarding
button.

NOTE: Callscan beforwarded
to a Vector Directory Number
(VDN) anywherein the DCS
network. An attendant cannot
activate/deactivate Call
Forwarding for aVVDN.

If the forwarding extension
and the designated extension
are at different nodes, and the
designated extension’s
coverage criteriaare met on a
forwarded call, thecall is
redirected to apoint in the
designated extension’s
coverage path.

If the forwarding extension
and the designated extension
are at different nodes, LWC
and Coverage Callback cannot
be activated at the designated
extension for aforwarded call.

Thereis a 30-second interval
during which calls forwarded
from the switch to another
DCS nodeisdenied. This
prevents forwarded incoming
trunk calls from being
forwarded ad infinitum
between two extensions.

Call Waiting

DCS Call Waiting allows calls
from one node to busy single-
line voice terminals at another
node to wait until the called
party is available to accept the
call. With DCS Call Waiting, a
single-line voice terminal user,
by knowing a call is waiting,
can quickly process calls from
locations within the DCS. DCS
Call Waiting functions the
same as normal Call Waiting.

DCS Call Waiting includes the
following features:

® Attendant Call Waiting

* Cal Waiting—
Termination

® Priority Calling

DCS priority calling from the
attendant station is not
available.

DCS Call Waiting is denied
when the following features
are activated at the single-line
voice terminal:

® Automatic Callback
(to or from the voice
terminal)

* DataPrivacy
® DataRestriction

Onincoming trunk callsto the
attendant extended over DCS
trunks, Attendant Call Waiting
interacts with the EDCS
feature.

7 of 10

Administration for Network Connectivity

November 2003

251




B Feature interactions and considerations
Distributed Communication System

Table 36: DCS feature descriptions, interactions, and considerations 8 of 10

Feature Description Interactions Considerations
Distinctive DCS Distinctive Ringing Distinctive Ringing treats a
Ringing activates the called-termina call from another switchin a
alerting or ringing deviceto DCS arrangement as external;
indicate the type of incoming DCS Distinctive Ringing
call to the user before they treats such calls asinternal. If
answer it. Distinctive Alerting both featuresare administered,
functionsinaDCS DCSDistinctive Ringing
environment thesameasitdoes | takesprecedence. If EDCSis
within asingle system. activated, DID treatment may
By default, internal calls are be dl_fferer_lt. See DCSt
identified by al-burst ringing | Sonfigurations on page 167.
pattern, external calls by a 2-
burst ringing pattern, and
priority calls by a 3-burst
ringing pattern. However, you
can administer these patterns.
L eave Word LWC transparency in aDCS DCS Multi-appearance LWC cannot be successfully activated
Calling configuration allows messages | Conference/Transfer toward any system that is not capable of
from an Avaya wvitch to Activation of LWC is denied ;tori ng the messages, either internally or
another node,.d.ependlng onthe after aDCS call has been in an associated adjunct.
storage capability of theremote | o nferenced or transferred. Messages from one node, through an
node. intermediate node, to a remote node do
not require storage capability at the
intermediate node.
LWC transparency is supported for al
DCS configurations except for cases
when either the activating node or the
remote node is either an ENHANCED
DIMENSION system or a System 85
R2V1.
Retrieval of LWC messagesis permitted
only from aterminal at the node where
the messages are stored.
DCS LWC cannot be activated from an
attendant console.
8of 10
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Table 36: DCS feature descriptions, interactions, and considerations 9 of 10

calls, the destination need not
be within the DCS.)

InaDCS, if aparty ina
conference hangs up or
completes atransfer leaving
only outgoing trunks on the
call, the system attempts to
preserve the connection if any
of the remaining parties on the
call isaDCStietrunk.

Feature Description Interactions Considerations
Multi- DCS Multi-appearance Voice Terminal Display
appearance Conference/Transfer proyi des No display transparency is
Conference/ transparency for tra_nsferrl ng provided for DCS Mullti-
Transfer ca_\lls_ and conferencing calls Appearance

Wlthl naDCS ngtv_vprk. A user Conference/Transfer.

inthe DCS can initiate

conference calls among or EDCS

transfer calls originated from On callsto or from Public

extensionsin the DCS network | Network Trunks,

to another extension withinthe | calling/called party

DCS by dialing the UDP restrictions are checked when

extension. (For transferred EDCSis active.

9of 10
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Table 36: DCS feature descriptions, interactions, and considerations 10 of 10

Feature

Description

Interactions

Considerations

Trunk Group
Busy/Warning
Indication

DCS Trunk Group
Busy/Warning Indication
provides attendants with a
visua indication that the
number of busy trunksin a
remote group reached an
administered level. A visual
indication is also provided
whenall trunksin atrunk group
are busy.

NOTE: DCS Trunk Group
Busy/Warning Indication is not
availableif you are using DCS
over ISDN-PRI.

To use this feature, you must
have a DCS Trunk Group
between the local and remote
switches, and the trunks in that
trunk group cannot insert digits
on incoming calls. If you need
digit insertion on these trunks,
it should be added on the
outgoing trunk based on the
dialed digits.

Except for legacy System 75,
System 85, and DEFINITY G2
switches, you can administer
DCS Trunk Group
Busy/Warning Indication only
for remotetrunk groupsthat are
directly connected to the local
switch. Trunk group access
codes for these trunk groups
must be 3 digits or less and
cannot include trunk members
100 through 999.

L oudspeaker Paging Access

If Trunk Hundreds Select
buttons are assigned for

L oudspeaker Paging Access
zones, Trunk Group Busy
Indicators provide a visual
indication of the busy or idle
status of the zones at the
remote location as well as at
the local node.

Trunk Group Busy and Trunk Group
Warning Indicationis particularly useful
with the Attendant Control of Trunk
Group Access feature. The indicators
alert the attendant when control of
access to local and remote trunk groups
IS necessary.

DCSwith
Rerouting

See DCS with Rerouting
considerations

10 of 10
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Call Coverage considerations

DCS Call Coverage provides DCS messaging required for calls to be covered on remote systems when
thereisa DCS signaling link (BX.25, PPP, or ISDN-PRI) for the trunk groups. Callsto an extension on
one system are covered by extensions on remote systems that are administered as coverage points.

Figure 26, DCS Call Coverage, on page 255 shows an example of DCS Call Coverage.

Figure 26: DCS Call Coverage

. sys_a8 CJL 081596
Flg ure notes

1 SationA 7 PGATE or Pl Board

2 AvayaSystem A 8 X.250r ISDN PRI DCS Signaling
3 DCSTieTrunk Groups Link

4  AvayaSystem B 9 Hopor ISDN TSC Gateway

5 StationC 10 StationD

6 StationB 11  AUDIX VoiceLines

12 AUDIX - x34000

In the figure, callsto Station A can be covered first by Station B, then by Station C or D, and finally by
the AUDIX system connected to system A. Alternatively, calls could be covered by Station C, then
Station B, then Station D, and so on.

If the called party answers after the call goes to coverage and the coverage point has answered, then the
called party, calling party, and coverage point are all conferenced together.

If the called party answers and the coverage point has not answered, the call to the coverage point drops
and the called party connects to the calling party.
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Exceptions to DCS Call Coverage

DCS Cdll Coverageis similar to Call Coverage, with the following exceptions:
* Coverage Answer Groups across nodes are not supported.
¢ Under the following error conditions, a call follows the coverage point’s coverage path.

Error Condition Action

DCSlink not up. The call isrouted to the remote coverage point. If the

or cal isanswered, it istreated as Call Coverage Off
Premises (also called Remote Call Coverage). If the

DCStrunk is not available. call is redirected at the remote coverage point before

or the DCS SRI expires, the remote point’s path is

followed. If the call is not answered within the DCS
SRI time-out period, the next coverage point istried
with DCS Call Coverage from the local system.

DCS Call Coverage featureis
not activated on the remote

system.

All trunks to the remote The next coverage point is tried with DCS Call
system, DCSor otherwise, are | Coverage from the local system.

busy

* When the DCSlink isdown, call consult operates differently. If Station A calls Station B but the
call coversto Station C, then Station C consults back to Station B and Station B receives the
consult call on the next call appearance.

¢ DCS Cdl Coverage does not support Coverage Call Back from a remote node.

Additionally, in some DCS Call Coverage situations, call coverage operation may deviate, including:

¢ A call tothe principal redirects to the remote coverage point, which is unavailable. The coverage
point is considered unavailable when:

— The coverage point is not avalid extension, QDN, or VDN.

— The coverage point is busy with no hunting, forwarded, or has send all calls activated, or
activates send all calls after ringing.

— The coverage point has no staffed agents or an invalid vector.

When the coverage point is unavailable, the local system determines the availability status
from atime-out or from a message from the remote system. When the local system
discovers that the coverage point is unavailable, it tries the next coverage point. If the last
coverage point is unavailable, the previous coverage point rings until it is answered or
until the caller hangs up. If only one coverage point existsin the path and it is unavailable,
the principal’s station rings until it is answered or until the caller hangs up.

* A cdl tothe principal isforwarded and the forwarded-to extension is not available. In this case,
the first coverage point in the principal’s path is tried. Note that the coverage does not follow the
forwarded-to extension’'s coverage path.

¢ A call totheprincipal redirects to the remote coverage point, which answers. Subsequently, the
principal goes off hook. In this case, the local system bridges the principal onto the call between
the calling party and coverage point creating a conference among the three. The principal receives
the call on the same call appearance asthe original call.
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A call to the principal redirects to the remote coverage point. While the remote coverage point is
ringing, the principal answersthe call. In thiscasethe call isnot cut through to the coverage point.
Instead, ringing and ringback isremoved from the coverage point and the call is cut through to the
principal.

DCS with Rerouting considerations

DCS with Rerouting alows a call’s connection between two Avaya switches to be replaced by a new
connection. All of the trunks used in the original path must be DCS+ (DCS over PRI) and the new path
utilizes only DCS+ trunks. DCS with Rerouting provides the following capabilities:

Attempts to obtain a better (generally less expensive) connection.

May replace the current path of a call with aroute that is better in terms of Automatic Alternate
Routing/Automatic Route Selection (AAR/ARS) routing preferences administered on an Avaya
switch.

Frees up resources being used unnecessarily.

DCS with Rerouting must be enabled on a switch-wide basis and the trunk groups involved must be
administered as SSE. DCS with Rerouting primarily provides you with the ability to be more effective
with the usage of Trunk groups administered for Supplementary Services Protocol Option E (SSE) during
the existence of an active call. This means using a preferred route (in terms of UDP/AAR/ARS routing
preferences administered on the switch) between the switches involved.

DCS with Rerouting can be invoked after Call Coverage. This Call Coverage aso appliesto AUDIX
cals. To invoke DCS with Reroute perform the following administration:

1

On the System-Parameters Coverage screen, enter ninthe Mai nt ai n SBA at Pri nci pal
field. DCS with rerouting can only occur if you do not need to maintain a simulated bridged
appearance at the principal.

On the System-Parameters Customer-Options screen, verify DCS wi t h Rer out i ng field set
toy.

On page 1 of the Trunk Group screen, enter einthe Suppl enent ary Servi ces
Pr ot ocol field. Thisoption alows limited QSIG signaling over DCS trunks. To enable this
value (e), review the following fields on this screen for the appropriate values:

e DCS with Reroutingmustbesettoy.
* Service Type must not be set to dmi_mos or SDDN.
On page 2 of the Trunk Group screen, review the following fields for the appropriate values:
e Used for DCSmustbesettoy.
¢ Send Nane canonly besettoy or n. You cannot userestricted.

Users can invoked DCS with Rerouting by Call Transfer, Transfer out of AUDIX, and dial 0 out of
AUDIX.
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Alphanumeric Display interactions

The following features allow transparency with respect to Calling or Called Name Display and
miscellaneous ID.

Call Coverage
At the calling terminal, the miscellaneous id “cover” is not displayed.
Call Forwarding

When a system user calls aparty on adifferent node in the DCS and the call is forwarded, the
miscellaneous ID “forward” is not displayed. At the covering (forwarded-to) user’sterminal, only
the calling party’s name is shown; the called party’s name is not displayed.

Call Park

When a DCS call between alocal system user and auser on ancther nodeis parked by the remote
user, the miscellaneous ID “park” is not displayed at the local terminal.

Call Pickup

When aDCS call from a system user to another node is answered by way of Call Pickup, the
miscellaneous ID “cover” is not displayed at the caller’sterminal.

Call Waiting

When aDCS call from a system user to another node is waiting at the called terminal, the
miscellaneous ID “wait” is not displayed at the caller’s terminal.

CAS

When auser dialsthe extension for CAS, aRLT is seized or the caller is queued for an RLT. The
caller’'sterminal displays the trunk group identifier, such as OPERATOR.

ISDN-PRI

If both DCS and ISDN-PRI features are provided with a system, the ISDN-PRI display
information displaysin DCS format.

Call Coverage interactions
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DCS Call Coverage has the sameinteractions as Call Coverage plusthe following additional interactions:

Call Coverage Off Premises

If the coverage point is anon-UDP number in the remote call coverage table, Call Coverage Off
Premisesis applied to the call rather than DCS Call Coverage, even if aDCSIink existsto the
remote system.

Coverage Answer Groups

DCS Call Coverage to Coverage Answer Groups on remote systems are not supported by DCS
Call Coverage. Coverage answer groups cannot be administered on a system other than the
principal’s system.

Coverage Call Back
DCS Call Coverage does not support Coverage Call Back from a remote node.
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Displays
The displays on the DCS Call Coverage point’sterminal may be different than those associated
with the Call Coverage feature in the following situations:

— When the call from the calling party to the principal or the redirected call to the coverage
point travel over ISDN-PRI trunk groups.

— When the calling party is on a System 85 or Generic 2.

— When the DCS name message is not received by the remote (coverage point’s) system.
Go to Cover
Go to Cover is not supported over DCS and therefore is not supported with DCS Call Coverage.
Leave Word Calling Back to Principal

With DCS Call Coverage, a covering user on a different node cannot press their LWC button to
leave a message for the principal to call the covering user.
Queuing

DCS Call Coverage interacts with queuing in the following way. If acal is queued to a coverage
point, such as a queue to a hunt group or an ACD split, and the queue is not full, the call remains
in the queue without subsequent redirection until answered or until the caller hangs up.

DCS with Rerouting interactions

When interworking with non-1SDN trunks or non-Supplementary Service Option E ISDN trunks,
the system acts as a gateway in the following sense:

— When acall istandeming through an Avaya switch from anon-1SDN trunk to an SSE
trunk or from a non-Option E to an SSE trunk, the system acts as an incoming gateway.

— When acall istandeming through an Avaya switch from an SSE trunk to a non-ISDN
trunk or from an SSE trunk to a non-Option E trunk, the system acts as an outgoing
gateway.

As an example, when calls come in from the public network to the DCS network and then
are transferred to another extension within the private network, the Avaya switch
functions as an incoming gateway and rerouting occurs.

If aconference call istransferred, rerouting will not occur.
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QSIG interactions

QSIG interactions included in this section are
¢ QSIG/DCS Interworking
e Cdl Forwarding (Diversion)
e Cadl Transfer
e Transfer Into QSIG Voice Mall
* (QSIG Name and Number Identification
¢ Path Replacement

* Transit Counter

e Call Completion

* Message Waiting Indicators

e Cadled/Busy Name and Number

* VALU Call Coverage

* QSIG Centralized Attendant Service

QSIG/DCS Interworking

No features are interworking between QSIG and traditional DCS. With DCS+, only the following
features are interworking:

* Name and number transport
* Voicemall
* Leaveword calling

Call Forwarding (Diversion)

Theinteractions that apply to the standard Call Forwarding features also apply to Call Forwarding
(Diversion) with QSIG. The following are additional interactions.

¢ Alternate Facilities Restriction Levels
The AFRL of the original call isthe AFRL used for Call Forwarding with Reroute.
¢ Authorization Codes
Call Forwarding with Reroute is denied to calls that require an Authorization Code.
¢ Automatic Alternate Routing and Automatic Route Selection
Call Forwarding with Reroute uses AAR and ARS to reroute the original call.
e Call Detail Recording
Call Forwarding with Rerouteis denied to calls that require Forced Entry of Account Codes.
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e Cdl Transfer

When aforwarded call transfers, the forwarding indication displaysto the caller until thecall is
answered. This display includes the trunk group name and word “forward.” When the call is
answered, the word “forward” is removed and the name and number of the answering party

displays.
¢ Distributed Communications Systems

Call Forwarding feature transparency does not exist on calls tandemed between a QSIG
(Supplementary Service protocol b) network and a traditional DCS network. However, the basic
call continues.

* Fecility Restriction Levelsand Traveling Class Marks
The FRL (and TCM) of the original call isthe FRL used for Call Forwarding with Reroute.
¢ Forwarding and Coverage

If acoverage point is a number that routes over an ISDN (Supplementary Service protocol b)
trunk, QSIG diversion information is passed to the coverage switch.

* QSIG Name and Number Identification

Availability of name and/or number display at the originating and diverted-to users depends upon
how QSIG Name and Number Identification has been administered for the switches involved.

* Terminating Call has Coverage Active

If acall isforwarded off switch, and Cover after Forward is set to y on the Feature-related
System-Parameters screen, then the call will follow the original called party’s cover path. If the
Cover after Forward fieldissetton, the terminating switch has call coverage activated,
and the criteriaare met, the call does not route to the forwarding party’s coverage path. It routesto
the terminating station’s coverage path.

Call Transfer

e Cadl Forwarding (Diversion)

When acall isforwarded and transferred or transferred and forwarded, the forwarding indication
displaysto the caller until the call is answered. This display includes the trunk group name and
word “forward.” When the call is answered, the word “forward” is removed and the name and
number of the answering party displays.

¢ Distributed Communications Systems

The only DCS transparency that exists when acall istransferred in a DCS network and passed
over aQSIG administered trunk is calling name and number.

* QSIG Path Replacement
PR isinvoked whenever a QSIG transferred call is answered.
* QSIG Name and Number Identification

Availability of name and/or number display at the connected parties depends upon how QSIG
Name and Number Identification has been administered for the switches involved.
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Transfer Into QSIG Voice Malil

QSIG Path Replacement

After acall istransferred into QSIG voice mail and the voice mail system answers the call, Path
Replacement is attempted.

QSIG Name and Number Identification

Distributed Communications Systems (DCS+)

In aDCS+ network, Communication Manager displays the DCS called name/number information
or it will display ISDN connected name/number information, depending upon who answers the
call.

When an incoming ISDN call is routed back out over anon-ISDN trunk group, Communication
Manager can send the name of the non-1SDN trunk group as the connected name if the Send Non-
ISDN Trunk Group Name as Connected Namefield isy on the Feature-Related System-
Parameters screen.

Communication Manager interworks call ed/calling/connected name and number identification
between DCS+ and QSIG.

Path Replacement
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Basic Call Management System
On a connection monitored by a BCM S entity, PR is allowed.
Call Detail Recording

Codesfor recording the new connections of PR calls are code Jfor incoming trunk calls and code
K for outgoing trunk calls. When a path is replaced, you also may receive records for short-
duration callsthat are not directly linked to the Jand K records.

Call Management System
On a connection monitored by a CM S entity, PR is allowed.

NOTE:
Communication Manager sends updates for transfer and conference to BCMS and CMS
to make reports complete. Path Replacement is allowed.

Call Vectoring

A transferred call that terminates at a vector and is answered can have its path replaced.
Data-Call Setup

A datacall isdenied PR.

Data Privacy

If Data Privacy is active, PR isdenied.

Data Restriction

If Data Restriction is active, PR is denied.

Malicious Call Trace

If MCT isactive, PR isdenied.
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Recorded Announcement

A call that is connected to a recorded announcement cannot have its path replaced.
Trunk Access Code

If the old connection was made using a TAC, PR is denied.

Restriction Features

RR is denied when restriction features such as COR of the Voice Terminal do not alow new
connections to be established, unless the COS assigned to the old/new connections override the
restrictions.

Voice Terminals

Voice terminal displays that show trunk group name should update with new trunk group
information after PR occurs. Calling and connected party displays are not disturbed when PR
takes placeif the original display shows the connected party name, number, or both.

Transit Counter

Call Forwarding (Diversion)

When call forwarding (Diversion) occurs and the TC featureis enabled, the transit counter is set
to zero.

ISDN Trunk Group Administration

If al of the conditions are satisfied for both the Tandem Hop Limitation and TC, TC takes
precedence. In situations where the switch isan Incoming or Outgoing Gateway, either makes use
of the hop count/transit count information provided by the other.

Trunk Access Code
TC does not apply to TAC calls.

Call Completion

Adjunct Switch Applications Interface (ASAI)
ASAI cannot invoke/initiate QSIG-CC.
Attendant Calling Waiting and Call Waiting Termination

If you activate QSIG CC to asingle line voice terminal, the Attendant Call Waiting and Call
Waiting Termination features are denied.

Attendant Console Group

You cannot activate QSIG CC toward the attendant console group or towards an individual
attendant extension.

Attendant Control of Trunk Group Access

You cannot activate QSIG CC if the call uses a controlled trunk group.

AUDIX

You cannot activate QSIG CC towards AUDIX. CC to any transferred-to station is not allowed.
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Automatic Call Distribution (ACD)

You cannot activate QSIG CC towards avoice terminal after dialing the ACD group extension. It
is possible to invoke CC towards a station when dialing the individual’s extension number. You
can activate CC from any ACD agent.

Bridged Call Appearance

You cannot activate QSIG CC from a bridged call appearance. When a call originates from a
primary extension number, the return call notification rings at al bridged call appearances.

Busy Verification

After the called party in aQSIG CC call hangs up, neither extension number can be busy-verified
until both the calling and called parties are connected or the callback attempt is canceled (by the
activating party or by time-out of the callback interval).

Diversion

QSIG CC requests are dways activated at the principal user and not coverage points. Similar to
ACB, QSIG CC callsto the called user can redirect to coverage.

Call Forwarding
You cannot activate CCBS or CCNR towards a called station that has Call Forwarding enabled.
Call Pickup

On recall at the originating side, a group member cannot answer a QSIG CC call for another
group member.

Call Waiting

Call Waiting is denied when QSIG CC is activated to the single-line voice terminal.
Conference and Transfer

You cannot activate QSIG CC towards a transferred-to party.

Hold

A single-line voice terminal cannot receive a QSIG CC call whileit hasacall on hold.
Hotline Service

A station originating a hotline service call cannot request CC.

Internal Automatic Answer (IAA)

If the IAA feature is enabled, QSIG CC calls are not answered automatically.
Manual Originating Line Service

A manual originating service cannot request QSIG CC.

Multimedia Endpoints

You cannot activate QSIG-CC towards multimedia data endpoaints.

Restriction Features

— Class of Restriction (COR): Any terminal that is Origination-restricted cannot activate
CC. Any termina that is Termination-restricted cannot have CC activated towardsit.

— Classof Service (COS): Toinvoke CC, the ACB field on the Class of Service screen of the
caling terminal must be setto y.

Ringback Queuing

Ringback Queueing and ACB share the same button to indicate that they are active. If the user has
only one ACB button, then both features cannot be active at the same time.
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¢ Qutgoing Trunk Queuing

Outgoing Trunk Queueing cannot be invoked after the calling party answers the priority call back
call and no trunks are available. The CCBS and CCNR request cancels at both switches.

¢ Termination Extension Group (TEG)

You cannot activate QSIG CC towards a TEG extension, but QSIG-CC requests can be activated
towards a single member in the group.

* Uniform Call Distribution and Direct Department Calling

You cannot activate QSIG CC towards a uniform call distribution group or a direct department
calling group extension, but you can activate it when calling a single member in the group.

¢ Vector Directory Number (VDN)
You cannot activate CC towards a VDN extension.

Message Waiting Indicators

*  AAR/ARS Partitioning

All QSIG MWI messages use Partition Group 1 for routing.
¢ Alternate Facilities Restriction Levels

QSIG MWI messages have unrestricted COR.
¢ DCP and Mode Code linksto AUDIX

QSIG MWI does not work with the DEFINITY AUDIX that emulates a DCP phone. A csi switch
that communicates with an AUDIX system by using mode codes cannot be a QSIG message
center switch complex.

¢ Authorization Codes

The authorization codes do not block routing because the routing of TSCs used for QSIG MWI
uses FRL 7.

¢ Automatic Alternate Routing (AAR)

AAR may be used to route the QSIG TSCs.
¢ Automatic Route Selection (ARS)

ARS may be used to route the QSIG TSCs.
¢ Call Coverage Features

The served user switch uses call coverage pathsto divert callsto usersin the served user switch to
the AUDIX hunt group on the Message Center switch.

* Classof Restriction

QSIG MWI messages use the default COR of unrestricted.
* Classof Service

QSIG MWI messages use the default COS of unrestricted.
* Facility Restriction Levels and Traveling Class Marks

A QSIG MWI TSC always uses FRL 7 (unrestricted).
* Generalized Route Selection

GRS usesthe“TSC” column on the Route Pattern screen to select a preference for carrying QSIG
MWI TSCs.
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ISDN - QSIG - BRI

QSIG MWI is dependent on QSIG TSCs. QSIG MWI is possible over QSIG BRI lines.
M essage Sequence Tracer

MST traces QSIG MWI messages.

Off-Premises Station

If aDS1 is used to implement an off-premises station, QSIG MW!I does not work with the off-
premises station. DS1 off-premise stations do not receive system message waiting indicators.

Uniform Dial Plan (UDP)
It is possible to route QSIG MWI messages by using UDP.

Called/Busy Name and Number

Adjunct Switch Applications Interface (ASAI)

A Connected Number is sent in the Connected Event to ASAI adjuncts. Therefore, upon receipt of
a Called/Busy Number, it is stored in such away that it is not sent accidentally as a Connected
Number if no actual Connected Number isreceived in the CONNECT message when thecall is
answered.

Call Diversion (including Reroute) for ISDN QSIG
Both the Called Name and Called Number are sent to the ringing/busy extension.
Call Transfer for ISDN QSIG

Both the Called Name and Called Number of aringing party is sent to the transferred-to party in
the QSIG “ Call Transfer Complete” message.

VALU Call Coverage
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Theinteractionsthat apply to DCS call coverage apply to VALU call coverage, with the exceptionslisted
below. See Call Coverage interactions on page 258 in for more information.

Call Coverage Off Premises

Unlike DCS, QSIG-VALU can handle non-UDP numbers in the remote call coveragetable. It is
not limited to route only on UDP numbers.

Consult

Consult from the remote covering user to principal user is not supported.
Displays
When aPrincipal user bridges on the call, its display is updated with “ CONFERENCE” and

counted for the number of parties on the call. The remote covering user and calling user (local and
remote) display is not updated with the word “CONFERENCE”.

QSIG Centralized Attendant Service (CAS)

The calls that cover from a QSIG CAS branch to main are not treated as QSIG-VALU Coverage
cals. Thisisbecause calls covered to “attd” (administered as a coverage point on a Coverage Path
screen) do not utilize Remote Call Coverage table and QSIG-VALU Call Coverageis supported
only for coverage points associated with Remote Call Coverage table. The implication of thisis
that the attendant on the main will lose QSIG-VALU Call Coverage display information and
QSIG Path Replacement will not be invoked after the call is answered by the covering attendant.
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¢ Coverage of Calls Redirected Off-Net (CCRON)

If both QSIG-VALU coverage is enabled and CCRON is enable, the QSIG-VALU coverage will
have a higher precedence than CCRON.

*  Privacy - Manual Exclusion

With Call Coverage feature, when the principal user bridges onto acall that went to coverage and
has been answered at the coverage point, the user is not dropped when Privacy - Manual
Exclusion is activated by the Covering user.

With QSIG-VALU Coverage, if the Principal bridges on the call after the remote covering user
has answered the call. then the remote coverage user stays bridged until the call clears or the
covering user goes on-hook.

e Simulated Bridged Appearance (SBA)

With QSIG-VALU, maintaining SBA for Principal user will be based on the administration of the
field “Maintain SBA at Principal” on the System Parameters - Call Coverage/ Call Forwarding
screen.

NOTE:
SBAs are lost when Path Replacement occurs

¢  Temporary Bridged Appearance (TBA)
Same interaction as Simulated Bridged Appearance.
* AUDIX / Centralized AUDIX

The AUDIX system is usually specified as the last coverage point. When a call isrouted to an
AUDIX system (local or remote centralized place), the TBA (Temporary Bridge Appearance) is
not maintained for the Principal user (i.e. the Principal user can not bridge on to the call after it
routesto the AUDIX system).

For the last coverage point, which does not require control at the Principal user’s switch, the
QSIG-VALU Coverage shall divert the call as QSIG Diversion by Rerouting instead of QSIG
Diversion by forward-switching and let the remote calling user’s switch route the call directly to
the remote covering number. If the Rerouting switch indicates failure, then the Principal user’s
switch (i.e. Served User’s switch in terms of QSIG Diversion) shall revert to the norma QSIG-
VALU Coverage handling. The advantage of this approach is that it saves the trunk resources and
provide path optimization without QSIG Path Replacement.

QSIG Centralized Attendant Service

* Abbreviated Dialing
The main attendant can use abbreviated dialing buttons to extend QSIG-CAS cdlls.
¢ Attendant Auto-manual Splitting

The attendant can split away from a call to privately call another party by pressing the START
button.

¢ Attendant Auto Start and Don't Split

The attendant can initiate a call while on an active call by pressing any button, without pressing
the START button first. The system automatically splitsthe call and dials the next call. To
deactivate Auto Start, press the Don't Split button.

Administration for Network Connectivity 267
November 2003



B Feature interactions and considerations

QSIG interactions

268

Attendant Backup Alerting

If attendant backup alerting is turned on, other users on the main may have the ability to answer
attendant seeking calls.

Attendant Call Waiting
Attendant call waiting is available for callsthat originate on the main.
Attendant Calling of Inward and Public Restricted Stations

A user whoisinward restricted cannot receive acall originated or extended by the attendant at the
QSIG CASmain. A user who is public restricted is able to receive calls originated and extended
by the QSIG CAS main attendant, provided these calls are routed over QSIG ISDN tie trunks.

Attendant Conference

By using the attendant split/swap feature, it is possible for the attendant to conference join the
attendant, calling party, and extended party together in conference. If the attendant drops out of
the conference, leaving just the calling party and extended party, path replacement is not
attempted.

Attendant Direct Extension Selection With Busy Lamp (standard and enhanced)

For QSIG-CASthe DXS allows attendants to monitor and place calls to users on the main and to
place calls to users on a branch only when UDP is used.

Attendant Group and Tenant Partitioning
Attendant Group and Tenant Partitioning are local features that do not require QSIG signaling.

Attendant Group and Tenant Partitioning do not function on a CAS branch. You can administer
tenant partitioning and multiple attendant groups on a branch. However, all attendant-seeking
calls at the branch are directed to the QSIG-CAS number, as administered on the console-
parameters screen, regardless of any tenant partition. If the QSIG-CAS number correspondsto the
Dial Accessto Attendant number at the main or to a VDN that eventually routesto the Dial
Access to Attendant number at the main, the call is directed to the attendant group assigned to the
tenant partition of the incoming trunk to the main.

Attendant Interposition Calling and Transfer

Attendant Interposition calling and transfer is alocal feature that remains unchanged by QSIG-
CAS. Attendants on the main still have the ability to call and transfer to each other using
Individual Attendant Extensions.

Attendant Intrusion
Intrusion is not available in QSIG-CAS to calls that are incoming from a branch.
Attendant Misoperation

Misoperation is used only in France and Italy. It isalocal feature and does not require QSIG
signaling. If the system goes into Night Service while an attendant has a call on hold, the call re-
alerts at the attendant console. If it is unanswered after an administrable amount of time, the call
begins alerting at the night service destination.

Attendant Override of Diversion

Override of Diversionis not availablein QSIG-CAS for incoming calls from a branch.
Attendant Recall

Attendant Recall is not available in QSIG-CAS to calls incoming from the branch.
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¢ Attendant Release Loop Operation

Attendant Release Loop Operationisalocal switch feature. It allows an unanswered extended call
on the main to return to the attendant after an administrable amount of time. The call first triesto
return to the same attendant that originally answered the call and, if that attendant is not available,
the call goes to the next available attendant (waiting in the Attendant Queue if necessary).

e Attendant Return Call

Attendant Return Call functionsin the following manner: Suppose acall comesinto the attendant
from abranch. If the attendant extends the call and it is unanswered after an admini strable amount
of time the call returns to the attendant. Initially, the call attemptsto return to the same attendant
that originally handled the call. If that attendant is unavailable, then the call goes to the next
available attendant (waiting in the Attendant Queue if necessary).

e Attendant Serial Calling

Attendant Serial Calling is not availablein QSIG-CAS to incoming calls from the branch.
¢ Attendant Tones

Call identification tones are not heard by attendants answering calls from a QSIG-CAS branch.
¢ Attendant Trunk Group Busy/Warning Indicators

The attendant can only receive busy/warning indicators for trunks at the main. The attendant
cannot receive information about branch trunks.

e Attendant Vectoring

The attendant vectoring feature is available to QSIG-CAS at the branch and the main. An
attendant-seeking call terminating at the main follows any vector steps that are defined at the
main.

The QSIG-CAS Number should not contain the number of aremote VDN. Note that thereis no
check to block such administration, but QSIG CAS may not function correctly.

e Automatic Circuit Assurance

The CAS attendant cannot receive ACA referral calls from abranch because any administered
ACA referral extension must be local.

¢ Call coverage
The attendant group is allowed to be a coverage point.

If the call diverts from the branch to the main over anon-QSIG ISDN trunk, then the call is
treated asaforwarded call. That is, Call Coverage Off Net (CCRON) procedures do not apply and
the call is not brought back to the branch.

NOTE:

In order to obtain the full functionality of QSIG CAS, it is recommended that routing
patterns are set up so that a QSIG trunk is used when sending a call from the branch to the
main.

If the call diverts from the branch to the main over a QSIG trunk (not QSIG VALU), then QSIG
Diversion procedures apply.

If the call diverts from the branch to the main over aQSIG VALU trunk, then QSIG VALU Call
Coverage procedures apply.

e Cadl forwarding
Forwarding calls to the QSIG-CAS number is allowed.
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Call park

If acal isparked and the Call Park Timeout Interval (as set on the Feature Related System
Parameters screen) expires, the call is sent to the attendant.

Call Record Handling Option

Calls are sent to the attendant as non-CDR callsiif the following conditions all hold:
— thecall is subject to CDR, and
— the CDR buffer isfull, and

— the attendant is administered as the Call Record Handling Option on the CDR system
parameters screen.

CDR Reports

The format of the CDR datareport is an administrable option on the CDR systems parameters
screen. Customers can select from alist of pre-defined formats or create their own. The content of
the CDR recordsis unchanged by QSIG-CAS.

CDR records generated at the main are covered by existing procedures. Calls incoming to the
attendant look like incoming trunk calls. Calls originated or extended by the attendant look like
outgoing calls.

CAS Back-Up Extension

The CAS Back-Up Extension isused in an RLT-CAS environment but has no benefit in QSIG-
CAS.

Conference

If auser on abranch conferences an attendant onto a call, the attendant’s display is not updated
with “conference’. Thereisno QSIG standard defined for Conference and Avaya has not
implemented conference viaMSlI.

Centralized AUDIX

When a user zero’'s out of AUDIX, if the destination is the attendant and the host is a QSIG-CAS
branch, then the call is sent to the QSIG-CAS attendant.

DCS+

On an incoming attendant-seeking call, calling-party information may be received at the branch if
acall comes over aDCS+ trunk in the network.

Dial Accessto Attendant

When auser on abranch dials the Dia Access to Attendant number, as administered on the Dial
Plan Analysis screen, the call is sent to an attendant on the main.

DID/Tie/ISDN Intercept
DID, Tie, and ISDN trunk calls that are intercepted are sent to the attendant on the main.
Emergency access to attendant

Emergency access may be administered so that if stations are off hook for an extended period of
time, then acal is placed to the attendant, or a user can dial an Emergency access to attendant
feature access code. Emergency accessto callsinvoked at a CA S branch attendant do not go to the
attendant on the main. Instead, the call goes to an attendant on the branch. If there is no branch
attendant, the call is denied.

Individual Attendant Access

An attendant may be assigned an individual extension so that it is possible to dial that attendant
directly rather than dialing the attendant group.
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* ISDN (non-QSIG)

On an incoming attendant-seeking call, calling party information may be received at the branch
for acall comingin over an ISDN trunk.

¢ Leavewordcaling

System-wide LWC Message Retrieval is not available at the CAS main attendant for a branch
user’s messages.
¢ Malicious Cal Trace (MCT)

MCT is afeature that works on existing calls. MCT will work in QSIG-CAS provided the
attendants performing MCT-Activate, MCT-Control, and MCT-Deactivate are all on the same
switch. That is, an attendant on the main cannot work with an attendant on the branch to perform
MCT. ETSI MCT and AustraliaMCT cannot be invoked remotely either.

* Multifrequency Signaling

Calls coming into abranch over Multifrequency trunks are subject to intercept and may be sent to
the attendant at the main. Multifrequency signaling can indicate that an incoming call on an MF
trunk terminate at the attendant, regardless of the dialed extension.

* Night Service

Night Serviceisavailable to QSIG-CAS. If abranch isin night service, then all attendant-seeking
callsfor that branch are routed to the night service destination, not the CAS attendant. If the main
isin night service, then all attendant seeking calls at the main (either incoming from the main or
branch) are routed to the night service destination. The night service destination must be local.

Communication Manager supports the following night service features:
— Hunt Group Night Service — alows an attendant to assign a hunt group to night service

— Night Console Service — alows a consol e to be designated as the night service
destination

— Night Station Service — alows a station to be designated as the night service destination

— Trunk Answer from Any Station (TAAS) — alows voice terminal users to answer
attendant seeking calls

— Trunk Group Night Service — allows an attendant or designated night service terminal
user to assign one or more trunk groups to night service

* Qutgoing Trunk Queuing
Attendant-seeking calls from branch to main can be queued at the outgoing branch trunk group.
* QSIG

All the existing QSIG features and services are available in QSIG-CAS. QSIG-CASisavailable
in any QSIG-CASISDN network (PRI, BRI, PRI/ATM, and IP).

» QSIG Call Offer

Calls extended by the attendant can invoke Call Offer. If acall invokes Call Offer, attendant return
call procedures still apply.

¢ Extending aCall

QSIG CAS ensures that QSIG Path Replacement is attempted after split/swap, provided that all
three parties (original calling party, the attendant, and the called party) are never conferenced
together. That is, if the attendant toggles between the other two parties for any number of times,
never conferencing all three together, and then joins the two parties together (with the attendant
now out of the picture and ready to go on and handle other calls), Path Replacement is attempted.
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Security Violation Notification

The CAS attendant cannot receive SVN referral calls from abranch. Any administered SVN
referral extension must be local.

Special Application 8140 - Attendant Dial O Redirect

Attendant Dial 0 Redirect allows calls to the attendant group to be routed to one of two attendant
groups based on their call priority level, and to alert with emergency ring. The two groups are the
default attendant group and the priority attendant group. Administration of whether a priority
level routesto the priority group is done on the console parameters screen.

Administration on the console parameters screen at the main determines which attendant group
the priority level routes to and whether calls of that priority level aert with emergency tone.

Special Application 8141 - LDN Attendant Queue Priority

Calls coming to the main from a QSIG-CAS branch cannot be queued by LDN Priority. QSIG-
CAS does not change the ability to of LDN Queue Priority to function for calls coming directly
into the main.

Special Application 8156 - Attendant Queuing by COR

Calls coming to the main from a QSIG-CAS branch cannot be queued by COR Priority. QSIG-
CAS does not change the ability to of Attendant Queueing by COR to function for calls coming
directly into or originating at the main.

Timed reminder and Attendant timers
Attendant timers are:

— Timed Reminder on Hold — starts when an attendant puts a call on hold. When thistimer
expires, the held call aerts the attendant.

— Return Call Timeout — starts when acall is extended and then released from an attendant
console. If thistimer expires, the call isreturned to the attendant.

— Time In Queue Warning — indicates the amount of time acall can wait in the attendant
gueue before activating an alert.

— No Answer Timeout — Calls that terminate at an attendant console ring with primary
alerting until this timeout value is reached. When this timeout value is reached, the call
rings with a secondary, higher pitch.

— Alerting — notifies, via secondary alerting, other attendants in an attendant group of an
unanswered call. The Attendant Alerting Timed Reminder starts when a call reaches the
Attendant No Answer Timeout maximum value.

Transfer Out of AUDIX by Dialing 0

Attendant seeking calls that transfer out of AUDIX by dialing O, whose host switch is a branch,
are sent to the QSIG-CAS attendant on the main whenever the dial 0 out of AUDIX destination
corresponds to the attendant group.
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Centralized Attendant Service (CAS)
interactions and considerations

CAS Interactions

* Abbreviated Dialing

The main attendant can use an Abbreviated Dialing button to extend CAS calls after obtaining
branch dial tone.

¢ Attendant Auto-Manual Splitting

The SPLIT lamp and button do not function on CAS main calls extended viathe RLT trunk.
Attendant conference does not function on CAS calls.

¢ Attendant Control of Trunk-Group Access

If a branch attendant has control of an outgoing RLT trunk group, new attendant-seeking calls
route to the branch attendant.

¢ Attendant Override of Diversion
Use Attendant Override of Diversion with CAS.

e Attendant Serial Calling
Attendant Serial Calling does not work for CAS calls.

¢ Automatic Alternate Routing and Automatic Route Selection
CAS callscan berouted using AAR and ARS.

* Busy-Indicator Buttons

Busy indicators can identify incoming calls over an RLT. You can also use Busy indicatorsto dial
after the attendant starts to extend a call.

¢ Call Coverage

Redirect callsto a centralized attendant by Call Coverage. Do not redirect callsto a CAS backup
extension for backup service via Send All Calls to the backup extension’s coverage path.

¢ (Call Detail Recording

If the CAS main RLT trunk has the CDR option selected, CDR records generate for incoming
CAScalls.

¢ Call Forwarding
Do not forward callsto a CAS extension.
* DCS Operation

If an RLT trunk group is administered as a DCS trunk, the following interaction applies. On an
incoming CAS call to the attendant, the DCS message displays instead of the name of the
incoming RLT trunk group. Upon answering the call, the attendant hears call-identification tones,
indicating that the call isa CAS call. Use a TRUNK-NAME button to obtain the name of the RLT
trunk group.

e DXSand DTGS Buttons

DXS and DTGS buttons at the main attendant console can be used with CAS. However, with
DXS buttons, it takes a few seconds before the attendant hears ringback tone.
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Emergency Access to the Attendant

CAS Branch Emergency Access calls generated by a Feature Access Code route Off-Hook Alert
to the branch attendant group. If there is no attendant in the branch, the call routes to the branch’s
administered Emergency Access Redirection Extension. When the branch switchisin CAS
Backup Service, the calls route to the backup station and the call istreated asanormal call.

Hunt Groups

If an incoming CAS call directsto a hunt group, the call does not redirect to the hunt group’s
coverage path. Depending on the circumstances, the attendant can get a busy tone or ringing.

Leave Word Calling

If amessageisleft for abranch user and the attendant at the CAS switch triesto retrieve the
message by using LWC message retrieval, permission is denied.

Night Service — Night Console Service
When the CAS main enters night service, CAS callsterminate at the CAS main night-service

destination. When the branch enters Night Service, CAS calls route to the branch night console,
the LDN night station, or the TAAS.

Night Service — Trunk Answer from Any Station

In amultiswitch DCS environment with CAS, the result of transferring incoming trunk callsvia
Night Service Extension or Trunk Answer from Any Station varies depending on the home switch
of the transferred-to station, the home switch of the connected trunk, and the type of night-service
function chosen (Night Service Extension, Trunk Answer From Any Station, or both).

Nonattendant Console Handling of CAS Calls

The CAS branch calls terminate at the CAS main based on the incoming RLT trunk-group day
destination or night-service destination. You can also answer a CAS call by the Trunk Answer
Any Station feature.

CAS considerations

274

Branch Attendants

A branch can have an attendant. Access to the branch attendant must be by way of an individual
attendant extension. Incoming trunk callsin a CAS network can bypass branch attendants but can
be routed back to them by the centralized attendant.

Branch calls terminate on the CAS main switch based on the incoming RLT trunk-group day-
destination or night-service destination. An attendant consoleis not always answering or
extending incoming CAS calls. If someone other than an attendant answers a CAS call, that
person can extend the call back to the branch by pressing the FLASH button on a multi-
appearance voice terminal or flashing the switchhook on a single-line voice terminal. The branch
reaction to Flash Signals and the branch application of tonesis the same whether an attendant or
someone other than an attendant answers or extends the call.

When an anal og-station call goes to coverage, the station drops from the call. Thisisthe
exception to the branch leaving the extended-to party ringing. If the main attendant extends a call
to an analog station and that call goes to coverage and later returns to the main attendant, the call
istreated as an incoming LDN call and the attendant must re-extend the call, if requested by the
user.

Administration for Network Connectivity
November 2003



Feature interactions and considerations B
Italian TGU/TGE (main and satellite) interactions

¢ Onanincoming CAS call to the main attendant, the Name field from the trunk-group screen for
that RLT displays to the attendant. Therefore, you should administer the field to provide
meaningful branch identification information.

* Music-on-Hold feature at branch applies to two stages of LDN calls: during call extension and
Remote Hold.

Italian TGU/TGE (main and satellite) interactions

Table 37, Italian TGU/TGE feature interactions and considerations, on page 275 contains important
feature interactions and considerations for Italian TGU/TGE (main and satellite).

Table 37: Italian TGU/TGE feature interactions and considerations

Feature Description Interactions Considerations
Attendant Call Call Waitingis provided
Waiting through Italian

TGU/TGE (main and

satellite) trunks. Call
Waiting also is provided
in Italy and all other
countries through DCS.

Attendant Attendant Intrusion is
Intrusion provided on satellite
switches via TGU/TGE

trunks. Attendant
Intrusionasoisprovided
through DCS.
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Hairpinning and shuffling feature interactions

Any 50 to 200 ms break in the speech path resulting from shuffling or hairpinning also affects certain

features. In addition, while a shuffled or hairpinned call isin progress, certain user actions might require
the switch to redirect the call to the TDM bus. Table 38, I P hairpinning/shuffling feature interactions, on
page 276 describes severa feature interaction scenarios.

Table 38: IP hairpinning/shuffling feature interactions 1 of 23

button

Conditions Result

Feature If And(s) Then

Abbreviated Dial A call has been An end user presses an The digits stored in the abbreviated
established abbreviated dialing dia button are inserted into the call.

Refer to End-to-End Signaling on
page 288 for other interactions.

Attendant Console

A stationison a

The status station <extension>

and

Thereis 1 audio channel
availableon a
TN2302AP IP Media
Processor circuit pack(s)
ineach of A’sand B’s
network regions,

«  Attendant busy shyff!ed or reports shows the At t endant
lamp field harp|nned Busy Lgrrpl field as busy, and the
connection Busy Indication buttons are on.
* Busy
Indication
button
¢ Attendant Endpoints A and | An attendant attemptsto | The switch gives the same reorder
Intrusion B haveashuffled | useintrusion to break tone and lamp flashes to the attendant
or hairpinned into the conversation asthe switch would do if A and B had
Scenario A connection and been circuit switched and asimilar
attempt failed for lack of switch
There are no audio resources.
channels available on a
TN2302APInA’s
network region, or there
are no audio channels
availableona
TN2302APInB’s
network region
e Attendant Endpoints A and | An attendant attemptsto | The switch redirects the audio stream
Intrusion B haveashuffled | useintrusion to break of both endpoints A and B back to a
or hairpinned into the conversation, TN2302AP Prowler port each, and
Scenario B connection connect the attendant into the call.

lof 23
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Table 38: IP hairpinning/shuffling feature interactions 2 of 23

Conditions Result
Feature If And(s) Then
¢ Attendant N/A N/A Attendant Recall only appliesto calls
Recall held at an attendant console, which do

not shuffle or hairpin audio
connections.

Automatic Callback

Endpoints A and
B have ashuffled
or hairpinned
connection

Endpoint A isasingle
line set, and

A third party, C, attempts
to reach endpoint A, and

C activates automatic
callback, and

A eventually becomes
idle, causing endpoint C
toring, and

C eventually answersthe
automatic callback call,
and

There are no audio
channels availableon a
TN2302AP circuit pack
in A’s network region to
alow acal to AwhenC
answers the automatic
callback call

C receives the same reorder tone and
lamp flashes as the switch would
provideif A and B had been circuit
switched and asimilar attempt failed
for lack of switch resources, Cisable
to restart automatic callback toward
A.

Automatic Call
Distribution

* Assist

¢ Multiple Cdl
Handling

If endpoint A and
endpoint B have
an audio
connection to
each other
through an ip-
prowler-ip
hairpin or ip-ip
directly

User A presses the assist
button

B is placed on soft hold awaiting a
conference, and the switch launches a
call from A toward the split
supervisor.

See Conference for interactions
between shuffling, hairpinning, and
conference.

Interactions between shuffling,
hairpinning, and ACD multiple call
handling are the same as between
these features and Hold.

20f 23
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Table 38: IP hairpinning/shuffling feature interactions 3 of 23

Conditions Result
Feature If And(s) Then
Bridging Endpoints A and | User C hasabridged cal | A shuffled or hairpinned connection
e Circit- B haveashuffled | appearanceof endpoint A | between A and B ispossible. User C
switched or hairpinned on C'sset isnot considered a 3rd party to this
endpoint connection call unless user C selects the bridged
bridged with [P call appearance.
endpoint
Scenario A
¢ Circuit- Endpoints A and | Circuit-switched (TDM) ¢ |If thereis 1 audio channel
switched B haveashuffled | user C hasabridged call availablefor A ona
endpoint or hairpinned appearance of set A on TN2302AP circuit pack in A's
bridgedwithIP | connection C'sset, and C presses network region, and thereis 1
endpoint that call appearance audio channel available for B
button onaTN2302APiInB's
Scenario B network region, then the
switch redirects the audio
streams of both endpoints A
and B back to a TN2302AP
port each. All three parties are
able to hear each other.
¢ |f there are 0 audio channels
available on a TN2302AP
circuit pack in A's network
region, or there are 0 audio
channels availableon a
TN2302AP in B’s network
region, then set C's bridged
call appearance lamp flashes,
and the two endpoints A and B
remain directly ip-ip
connected or connected
together through an ip-
prowler-ip hairpin connection.
C hears switch generated
reorder tone.
The audio path between endpoints A
and B remains connected until the
path(s) back to the TN2302AP(s) are
allocated.
The same kind of interaction occursiif
IP endpoints C and B areinitialy
connected together using circuit
switched endpoint A’s bridged call
appearance, and A attempts to select
that appearance.
3of 23
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Table 38: IP hairpinning/shuffling feature interactions 4 of 23

Conditions Result
Feature If And(s) Then
¢ Bridging--All Endpoints A and | User C hasabridged call ¢ |If thereis 1 audio channel
endpoints are B haveashuffled | appearance of set A on availablefor Con a
IP or hairpinned C'sset, and C presses TN2302AP in C's network
connection that call appearance region, the switch proceeds as

button,

described in Scenario A
(bridging circuit-switched
endpoints with P endpoints
above).

¢ If there are no audio channels
available on aTN2302AP in
C’s network region, then set
C’'sbridged call appearance
lamp flashes, and A and B
remain shuffled or hairpinned.
Depending on the type of
endpoint that Cisusing, C
might hear alocally-generated
tone such as reorder tone or
Microsoft Windows' “program
error” sound.

* Bridging--New
connections

The switch cannot set up ashuffled or
hairpinned connection between two
endpoints while either endpoint is
bridged in a call with additional
parties. This scenario constitutes a 3-
party conference call.

Busy Verification

Endpoints A and
B have a shuffled
or hairpinned
connection

Endpoint A isasingle
line set, and

A third party, C, attempts
tousebusy verificationto
reach endpoint A, and

Thereis 1 audio channel
availablefor A ona
TN2302APiInA’'s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB's
network region,

The switch redirects the audio streams
of both endpoints A and B back to a
TN2302AP Prowler port each. The
audio path between endpoints A and B
remains connected until the path(s)
back to the TN2302AP(s) are
allocated. Once the audio paths of
both A and B are back on the switch,
the third party C is bridged into the
call.

4.0f 23
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Table 38: IP hairpinning/shuffling feature interactions 5 of 23

toaprincipal user
isredirected by
call coverage

Conditions Result
Feature If And(s) Then
Call Coverage Anincomingcall | The covered-to party Call can be shuffled if the Shuffling

answers

criteriaon page 113 are met.

If the principal user has asimulated
bridge appearance activated, then the
interactionsin Bridging are
applicable.

Call Forwarding

Anincoming call
toauseris
redirected by call
forwarding

The forwarded-to party
answers,

Call can be shuffled if the Shuffling
criteriaon page 113 are met.

50f 23
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Table 38: IP hairpinning/shuffling feature interactions 6 of 23

* Parking action

B have a shuffled
or hairpinned
connection

Conditions Result
Feature If And(s) Then
Call Park Endpoints A and | User A pressesthe call ¢ |If thereis 1 audio channel

park button, and thereis
no call parked on A’s
station previously,

available for A on aProwler
board in A’s network region,
and thereis 1 audio channel
available for B on a TN23202
in B’s network region, the
switch will redirects the audio
streams of both A and B back
toaTN23202 port each. A and
B both hear confirmation tone
and maintain atwo-way talk
path.

If A hangs up, B remainsin
the call-park state, and B
remains connected tothe TDM
bus.

* |f there are no audio channels
availableonaTN23202inB’s
network region or there are no
audio channels available on a
TN23202 in the A’s network
region, then that endpoint(s)
will not hear confirmation
tone, but set A'scall park lamp
turnson. A and B remain
shuffled or hairpinned. If A
hangs up, B remainsin the
call-park state.

If instead of using acall park button,
A puts B on hold or uses conference
or transfer to put B on soft hold, and
then successfully gets dial tone from
the switch and dials the call park

FAC, interactions described in Hold

apply.

Call Park Endpoints A and | Anattendant parksacall | The Call Park button lamp (if
« By Attendant B k;]a\(egsrwgéfled frotm C at endpoint A’s provided on set A) ison.
or harpinn extension Aslong asuser A ignores the parked
connection call, endpoints A and B remain
shuffled or hairpinned.
6 of 23
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Table 38: IP hairpinning/shuffling feature interactions 7 of 23

Conditions

Result

Feature

If

And(s)

Then

Call Park
* Un-parking

If user A
attempts to
access a parked
user C,

* |f user A has accessto dia
tone and attempts to reach C
by dialing the answer-back
FAC, thenthisisthe sameasif
user A had attempted to reach
another user by dialing that
party’s extension number.

¢ |If user A hasacall parked, and
if there are no audio channels
available on aTN2302AP in
A’s network region when A
selects the call park button,
then set A’s call park lamp
flashes. Depending on A’s
equipment type, A may hear a
locally-generated tone such as
reorder tone or Microsoft
Windows' “program error”
sound.

If A and B are talking to each other
after B is parked, and a third party C
goes off hook and dials the call-park-
answer-back feature access code and
A's extension, then the result isa 3-
way conference call.

Call Pickup and
Directed Call Pickup

User A attempts
tocall user B

User C uses call pickup
to answer the call, and

The Tenpor ary

Bri dged

Appear ance on

Cal | pickup field on
the System Parameters

Featuresformisy (yes)

Bridged appearance on set B of the
call between user A and user Cis
maintained (see Bridging).

70f 23
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Table 38: IP hairpinning/shuffling feature interactions 8 of 23

Conditions Result
Feature If And(s) Then
Call Vectoring Endpoint B cals | Endpoint B'scall is B’s audio stream is redirected back to
e Return into the switchas | handled by call vectoring, | a TN2302AP port, and the call is
Destination an incoming and connected to the administered return
H.323 trunk call . destination. If there are no audio
Endpoint B ends up hannel ilabl TN2302AP |
hairpinned with endpoint ¢ ,ann savalajeona n
B’ s network region when A hangs up,
A, and .
then B receives the same reorder tone
The VDN had an or coverage treatment asif A had been
administered Return circuit-switched and a similar attempt
Destination, and failed for lack of switch resources.
Endpoint A hangs up, and
Thereis 1 audio channel
availableon a
TN2302APInB’s
network region
Call Vectoring Endpoints A and | User A pressesthe VOA | The switch flutters the voa-repeat
« VDN of Origin B haveashuffled | Repeat key, and lamp.
Announcement | & ha r? nned There are no audio
connection channels available on a
Scenario A TN2302APin either A’s
or B’s network region
Call Vectoring Endpoints A and | User A pressesthe VOA | Both A’sand B’ s audio streams are
« VDN of Origin B haveashuffled | Repeat button, and redirected back to a TN2302AP port
Announcement | hal ol nned Thereis 1 audio channel each, user A 1SC O“Y‘eCte‘?' to t.h eVOA
connection - announcement if this redirection can
availablefor A ona b eted | ds (th
Scenario B TN2302APInA’S e completed in 7 seconds (the

network region, and there
is 1 audio channel
availablefor B ona
TN2302APiInB's
network region,

maximum time currently allowed for
VOA over ATM). If the redirection
takes longer than 7 seconds, then the
announcement plays anyway, and the
voa-repeat lamp flutters.

When the announcement compl etes,
the audio connection is shuffled or
hairpinned.

8of 23
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Table 38: IP hairpinning/shuffling feature interactions 9 of 23

e Scenario A

B have a shuffled
or hairpinned
connection

line set administered for
call waiting, and

A third party, C, attempts
to reach endpoint A, and

There are no audio
channels availableon a
TN2302APInA’s
network region, or there
are no audio channels
availableon a
TN2302APinB's
network region,

Conditions Result
Feature If And(s) Then
Call Waiting Endpoints A and | Endpoint A isasingle Third party (C) receives the same

ringback tone asif A and B had been
circuit-switched and a similar attempt
failed for lack of switch resources.

User A does know that there was an
attempt to call him unless the third
party uses some cther type of
notification method, such as leave
word calling.

Call Waiting
e Scenario B

Endpoints A and
B have ashuffled
or hairpinned
connection

Endpoint A isasingle
line set administered for
call waiting, and

A third party, C, attempts
to reach endpoint A, and

Thereis 1 audio channel
availablefor Aona
TN2302APInA’s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB's
network region,

Audio streams of both endpoints A
and B are redirected back to a
TN2302AP port each. The audio path
between endpoints A and B remains
connected until the path(s) back to the
TN2302APs are alocated. Only after
endpoint A’saudio stream is
connected back to the TN2302AP will
the system play call waiting toneto
endpoint A. A and B are able to
continue to talk to each other while
the toneis playing.

Code Calling (Chime
Paging)

Calls parked through code calling
have the same interaction with
hairpinning and shuffling asdo calls
parked through the call park feature
(see Call Park)

9of 23
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B have a shuffled
or hairpinned
connection

Conditions Result
Feature If And(s) Then
Conference Endpoints A and | User A pressesthe ¢ |If thereis 1 audio channel

conference button

NOTE: The switch
cannot set up a shuffled
or hairpinned connection
between 2 endpoints
while either is
conferenced with
additional parties.

available for

— A onaTN2302APin
A’'snetwork region, the
audio stream of
endpoint A is
redirected back to a
TN2302AP port. A
new call appearance
lamp turnson
immediately on set A,
and A hears dia tone
on the new call
appearance.

— BonaTN2302APin
B’s network region,
andif Bis
administered for music
on hold, the audio
stream of endpoint A is
redirected back to a
TN2302AP port.

¢ |f there are no audio channels
available for

— BonaTN2302APin
B’s network region,
andif Bis
administered for music
on hold, the switch
gives B silenceon
hold.

— A onaTN2302APin
A’'s network region,
then anew call
appearance on set A
flashes. Depending on
thetype of setthat A is
using, A may hear a
locally- generated tone
(such asreorder tone or
“program error”
sound).

10 of 23
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Table 38: IP hairpinning/shuffling feature interactions 11 of 23

Conditions Result

Feature If And(s) Then

At this point user A may choose to

* Resdlect the held call
appearance and be
reconnected to B, or

* Wait afew seconds and then
try another call appearance
should a TN2302AP audio
channel since become
available.

The audio path between endpoints A
and B remains connected until the
path(s) back to the TN2302AP are
assigned.

Only IP Softphone with integrated
audio, | Ptelephone, telecommuter and
Road Warrior endpoints can
conference calls; “dumb” H.323
stations cannot use conference.

Conference The switch does not set up a shuffled

e Soft Hold or hairpinned connection between two
endpoints while either endpoint has a
TDM party on soft hold awaiting a
conference. However, the switch can
set up a shuffled or hairpinned
connection between two endpointsif
either endpoint only has IP parties on
soft hold awaiting a conference.

For example, both IP endpoints A and
B are shuffled. If A pressesthe
conference button, gets dial tone, and
calls C, then the call from A to C can
transition to a shuffled connection. If
A now pressesthe conference button a
second time, but now there are no
TN2302AP ports available, the
conference attempt fails. Thereisno
lamp to flutter on a conference button,
but the line appearance lamp does
flutter. A and C are now talking to
each other, and B is still on soft hold.

Conference A 2-party call held on the attendant
e Attendant copsgle cannot be shuffled or
Conference hairpinned (see Hold).
110f 23
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Table 38: IP hairpinning/shuffling feature interactions 12 of 23

Conditions

Result

Feature

If

And(s)

Then

Conference

* Conferenceon
Hold

If IP endpoint A
has only IP
endpoint B on
hold

B isnot using a
TN2302AP port,

and

User A pressesthe
conference button,

¢ |f thereis 1 audio channel
availablefor A ona
TN2302AP in A's network
region, the audio stream of
endpoint A is redirected back
to a TN2302AP port. A new
call appearance lamp lights
immediately on endpoint A,
and A hears dial tone on the
new call appearance.

¢ |f there are no audio channels
avallablefor A ona
TN2302AP in A's network
region, then anew call
appearance on set A flashes.
Depending on the type of set
that A isusing, A may hear a
locally-generated tone (such as
reorder tone or a“program
error” sound). At this point
user A may choose to

— Resdlect the held call
appearance and
reconnect to B, or

— Wait afew seconds and
then try another call
appearance should a
TN2302AP audio
channel since become
available.

Consult

Endpoints A and
B have ashuffled
or hairpinned
connection

User A pressesthe
consult button

If there are no audio channels
available on aTN2302APIn A’s
network region, then both endpoint
A’s consult button lamp and the call
appearance that was attempted for the
call to C flash. Depending on the
type of set that A isusing, A may hear
alocally-generated tone (such as
reorder tone or a“program error”
sound)
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Table 38: IP hairpinning/shuffling feature interactions 13 of 23

Conditions Result
Feature If And(s) Then
Distributed e DCSAutomatic Callback: see
Communications Automatic Callback.
System (DCS)

¢ DCSBusy Verification: see
Busy Verification.

* DCSCadl Waiting: see Call
Waiting.

¢ DCS Multi-appearance
Conference: see Conference.

¢ DCS Multi-appearance
Transfer: see Transfer.

¢ |talian DCS Attendant
Intrusion: Attendant Console.

End-to-End Signaling

Endpoints A and
B have a shuffled
or hairpinned
connection

User A presses a phone
keypad (DTMF) button

The switch ensures that the DTMF
signal or its equivalent reaches the far
end(s) of the connection.

Inan IP-TDM call, the TN2302AP
only detects DTMF tones from the
TDM bus, not from the P side.

Fax

For endpoints known to be used for
fax, the safest thing to do isto
administer those endpointsto prevent
shuffling during the potential 200ms
break in the middle of the call.

Hold
e Scenario A

Endpoints A and
B have ashuffled
or hairpinned
connection

User A presses the hold
button, and

B is administered for
music on hold, and

Thereis 1 audio channel
availableon a
TN2302APiInB's
network region

B’ s audio stream is redirected back to
the TN2302AP port.

If there are no audio channels
availableonaTN2302APinB’s
network region, then the switch puts B
on hold, but B hears silence.

13 0f 23
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Table 38: IP hairpinning/shuffling feature interactions 14 of 23

Conditions Result
Feature If And(s) Then
Hold If user A, user B, | User C pressesthe hold A shuffled or hairpinned call cannot
e ScenarioB and user C are button, leaving A and B be set up between those two endpoints
talkingon a talking together aslong as C keeps them on hold. This
conference call prevents adelay when C re-enters the
call.

NOTE: Any form of hold that involves
TDM endpoints blocks atransition to
shuffled or hairpinned connections.
For example, if IP set A holds TDM
set B, thenacal fromA toIPset C
remains |[P-TDM. But if IPset A
holdsIPset B, thenacall fromA to|IP
set C can be shuffled or hairpinned.
Similarly, if IPsets A, B, and C are
conferenced on the TDM bus, and A
puts the B-C call on hold, the B-C call
remains on the TDM bus.

Hold Endpoints A and | IPendpoint C cals ¢ |If thereis 1 audio channel

B haveashuffled | endpoint A, and availablefor A ona
aremvel | AmdCaetandighe | [NE0AP s
for ashuffled or endpoint A. If A selectsthe
ringing call appearance, the
audio stream of endpoint A is
Theswitchis redirected A back to the
administered for TN2302AP port. User A and
automatic hold, user C are connected through
IR, leaving user B on hold.

e Automatic
Hold

hairpinned connections
between them, and

* |f there are no audio channels
availablefor A ona
TN2302AP in A's network
region, the switch suppliesthe
same reorder tone or coverage
treatment to C as the switch
would provideif A had been
circuit switched and asimilar
attempt failed for lack of
switch resources.

Intercom Anintercom call between two
endpointsis shuffled or hairpinned in
exactly the same way as aregular 2-
party call.
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Table 38: IP hairpinning/shuffling feature interactions 15 of 23

Conditions

Result

Feature

If

And(s)

Then

Malicious Call Trace
(MCT)

e Scenario A

Endpoints A and
B have ashuffled
or hairpinned
connection

User B gets malicious, so
someone (either user A or
athird party) initiates
MCT for user A’s
extension, and

There is avoice recorder
port available on the
switch, and

There are no audio
channels availableon a
TN2302APin either A’s
or B’s network region

MCT proceeds but the switch does not
attempt to connect a voice recorder
into the conversation.

Malicious Call Trace
(MCT)

e Scenario B

Endpoints A and
B have ashuffled
or hairpinned
connection

User B gets malicious, so
someone (either user A or
athird party) initiates
MCT for user A’s
extension, and

There is avoice recorder
port available on the
switch, and

Thereis 1 audio channel
availablefor Aona
TN2302APinA’'s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB's
network region,

A’sand B’svoice path is redirected
back to the switch in order to bridge a
voice recorder into the call. Doing so
on a shuffled or hairpinned call puts
an approximately 200 ms break into
the speech, risking the malicious
caller noticing the break in
conversation. If an IP endpoint has
been receiving malicious calls, the
system administrator might want to
administer that endpoint to prevent
shuffling. If the endpoints are
hairpinned instead of shuffled, then
the break in conversation should be
short enough as not to be noticed.

If an H.323 trunk isinvolved in the
MCT, this resource is blocked from
being dropped from the switch side to
facilitate the tracing activity.

Manual Signaling

Endpoints A and
B have ashuffled
or hairpinned
connection

A third endpoint C uses
manual signaling to ring
endpoint A,

A and B remain shuffled or
hairpinned.

Multimedia Call
Handling (MMCH)

A MMCH call requires access to the
TDM bus, so shuffled or hairpinned
connections are not possible.
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Table 38: IP hairpinning/shuffling feature interactions 16 of 23

Conditions Result
Feature If And(s) Then
Music On Hold and Music on Hold quality deteriorates
Tenant Partitioning through some codecs, particularly

G.723. If a customer wants to provide
news or silence on hold for endpoints
using G.723, but music on hold for
endpoints using any other codec, they
can partially do so through Tenant
Partitioning:

1 Administer the switch to have
two tenant partitions.

2 Place endpoints whose codec
list doesnot include G.723 into
one tenant partition, and place
those endpoints whose codec
includes G.723 into another
tenant partition.

3 Administer the partitions so
that both have full permission
to call the other.

4 Administer different music
sources for the two tenant
partitions, and ensure that the
tenant partition that allows
G723 only has suitable-
sounding audio material.

Outgoing Trunk A station user The switch waits for asignaling

Queuing uses outgoing channel (a B channel) to become
trunk queuing available. If, when asignaling channel
toward an IP becomes available, there are no voice
trunk channels (medpro or TN2302AP

Prowler channels) available, the
station user will receive the same
reorder tone and lamp flashes asthe
switch would provide if the trunk
group had been circuit switched and a
similar attempt failed for lack of
switch resources.

QsIG Two Avaya servers are The QSIG APDUs are transported
interconnected by atrunk | acrossthat interface. QSIG APDUs
that supports QSIG are transmitted regardless of whether

the trunk is TDM-connected or | P-1P-
connected.
16 of 23
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Table 38: IP hairpinning/shuffling feature interactions 17 of 23

Conditions

Result

Feature

If

And(s)

Then

QSIG

* Path
Replacement

QSI G Path Replacement offerscertain
advantages over shuffling from a
TDM connection. After shuffling, the
signaling path is not changed and the
resources such as H.323 trunk are not
released. In scenarios such as call
transfer, call forwarding, call
coverage, call transiting through other
Avaya equipment, if QSIG Path
Replacement can be invoked, it may
provide a direct mediaand signaling
connection.

For example, if acall exists from
switch A to switch B to switch C, B
can shuffle A directly to C, and A and
C can independently try to path-
replace B out of the call. Both events
arevalid and can co-exist.

QSIG

* QSIG
Diversion

QSIG Diversion by rerouting offers
advantages over shuffling from a
TDM connection:

e After shuffling, the signaling
path does not changed, and the
H.323 trunk resources are not
released.

* Inscenarios such ascall
forwarding, if QSIG Diversion
by rerouting is successful, it
may provide adirect media
and signaling connection.

Russian Intrusion
e Scenario A

Endpoints A and
B have ashuffled
or hairpinned
connection

A public network
operator attempts to use
Russian intrusion to
break into the
conversation, and

There are no audio
channels availableon a
TN2302APin either A’s
or B’ s network region

The switch sends reorder tone to the
public network operator, the same as
if A and B had been circuit-switched
and asimilar attempt failed for lack of
switch resources.
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Table 38: IP hairpinning/shuffling feature interactions 18 of 23

Conditions

Result

Feature

If

And(s)

Then

Russian Intrusion
* ScenarioB

Endpoints A and
B have ashuffled
or hairpinned
connection

A public network
operator attempts to use
Russian intrusion to
break into the
conversation, and

A and B satisfy the
conditions for Russian
intrusion, and

Thereis 1 audio channel
availablefor Aona
TN2302APin A'sand
B’ s network region

Both A’sand B’s audio streams are
redirected back to a TN2302AP port,
and the public network operator
connects into the call.

Service Observing
e Scenario A

Endpoints A and
B have ashuffled
or hairpinned
connection

User C attempts to
service observe into the
conversation, and

There are no audio
channels availableon a
TN2302APin either A’s
or B’ s network region

Reorder toneis sent to user C, the
same asif A and B had been circuit-
switched and asimilar attempt failed
for lack of switch resources.

Service Observing
* ScenarioB

Endpoint A and
endpoint B have
ashuffled audio
connection

User C attempts to
service observe into the
conversation, and

Thereis 1 audio channel
availablefor A ona
TN2302APinA’s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB's
network region,

The switch redirects the audio stream
of both endpoints A and B back to a
TN2302AP port, and connect C into
thecall.

The observed parties might hear from
the 20-300ms break and deduce that
they are being observed. We
recommend administering service-
observed endpoints to prevent
shuffling (I P-1 P Di rect Audio
Connect i on field on the station
formisn.)

For hairpinning, however, the 20-
30ms break in conversation should
always be short enough to ignore.
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Table 38: IP hairpinning/shuffling feature interactions 19 of 23

e ScenarioC

endpoint B have
ahairpinned
connection

service observe the
conversation, and

Thereis 1 audio channel
availablefor Aona
TN2302APInA’s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB’s
network region

Conditions Result
Feature If And(s) Then
Service Observing Endpoint A and User C attemptsto The switch redirects the audio stream

of both endpoints A and B back to a
TN2302AP Prowler port each, and
connects C into the call.

There is no interaction between
Service Observing of aVDN and
hairpinning or shuffling (see Call
Vectoring).

Terminating Extension
Groups

The Terminating Extension Group
feature uses ssimulated bridged
appearances to ring multiple
endpointssimultaneously. Interactions
between shuffling, hairpinning, and
bridged appearances are covered in
the Bridging section.
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Table 38: IP hairpinning/shuffling feature interactions 20 of 23

Conditions Result

Feature If And(s) Then

Transfer Endpoint A and User A pressesthe ¢ |If thereis 1 audio channel
endpoint B have | transfer button, availablefor A ona
ashuffled or TN2302AP in A's network
hairpinned region, the switch redirectsthe
connection audio stream of endpoint A

back to a TN2302AP port. A
new call appearance lamp on
Set A turns on immediately,
and A hears dial tone on the
new call appearance.

e |f thereis 1 audio channel
availablefor B ona
TN2302AP in B’s network
region, and if B is
administered for music on
hold, the switch redirects the
audio stream of endpoint B
back to a TN2302AP Prowler
port.

¢ |If there are no audio channels
availablefor A ona
TN2302AP in A’s network
region, then anew call
appearance on set A flashes.
Depending on the type of set
that A isusing, A might hear a
locally-generated tone (such as
reorder tone or a“program
error” sound). User A can:

— Resdlect the held call
appearance and
reconnect to B

— Wait afew secondsand
then try another call
appearance, should a
TN2302AP channel
since become
available.
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Table 38: IP hairpinning/shuffling feature interactions 21 of 23

Conditions

Result

Feature

If

And(s)

Then

Transfer

Abort Transfer

If atransfer aborts before completion,
endpoints A and B are shuffled or
hairpinned back together.

Once atransfer completes, the newly-
connected parties are hairpinned or
shuffled together, if both meet the
criteria.

Transfer

Soft Hold

Shuffled or hairpinned connections
cannot be set up between two
endpoints while either hasa TDM
party on soft hold awaiting a transfer.
However shuffled or hairpinned
connection between two endpointsis
possibleif either endpoint hasonly IP
parties on soft hold awaiting a
transfer.

For example, IP sets A and B have a
shuffled or hairpinned connection. If
A pressesthe transfer button, getsdial
tone, and calls set C, then the call
from A to C can transitionto a
shuffled connection. If now A presses
the transfer button a second time but
there are now no TN2302AP ports
available, the transfer attempt fails.
Thereisno lamp to flutter on a
conference button, but the line
appearance lamp flutters. Endpoints A
and C are now talking to each other,
and B is still on soft hold.

Transfer

Pull Transfer

If thePul | Transf er field on the
System Parameters Features formis
settoy (yes), the called party on a
transfer can press the transfer button
to complete the transfer.

Pull Transfer has the same
interactions with hairpinning and
shuffling as calling party transfer.

Transfer

Station transfer
with callback

A call that is returned to the
transferring party by the Station
transfer with Callback featureis
treated just like an incoming call.
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Table 38: IP hairpinning/shuffling feature interactions 22 of 23

Conditions Result
Feature If And(s) Then
Transfer Transfer upon hangup has the same

* Transfer upon
hangup

interactions with hairpinning and
shuffling as normal transfer.

Transfer
e Transfer with

A trunk call that isreturned to the
transferring party by the misoperation
handling feature is treated the same as

misoperation . :
handling any other incoming trunk call.
Transfer IPendpoint A has | Bisnotusing a ¢ If thereis 1 audio channel

* Transfer upon
Hold

only IP endpoint
B on hold

TN2302AP port, and

User A pressesthe
transfer button

availablefor A ona
TN2302AP in A’s network
region, the switch redirectsthe
audio stream of endpoint A
back to a TN2302AP. A new
call appearance lamp on set A
turns onimmediately, and A
hears dial tone on the new call
appearance.

* |f there are no audio channels
availablefor A ona
TN2302AP in A’'s network
region, then anew call
appearance on set A flashes.
Depending on the type of set
that A isusing, A may hear a
locally-generated tone (such as
reorder tone or a“program
error” sound). At this point
user A may choose to

— Resdlect the held call
appearance and
reconnected to B

— Wait afew seconds and
then try another call
appearance in the hope
that a TN2302AP
audio channel has
since become
available.
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Table 38: IP hairpinning/shuffling feature interactions 23 of 23

e Scenario A

endpoint B have
ashuffled or
hairpinned
connection

to use whisper page to
talk to user A, and

There are no audio
channels availableon a
TN2302APInA’s
network region, or there
are no audio channels
availableon a
TN2302APinB’s
network region,

Conditions Result
Feature If And(s) Then
Whisper Page Endpoint A and A third party, C, attempts | The switch sends reorder tone and

lamp flashesto user C, the same as if
A and B had been circuit-switched
and asimilar attempt failed for lack of
switch resources.

Whisper Page
* ScenarioB

Endpoint A and
endpoint B have
ashuffled or
hairpinned
connection

A third party, C, attempts
to use whisper page to
talk to user A, and

Thereis 1 audio channel
availablefor A ona
TN2302APiInA’s
network region, and there
is 1 audio channel
availablefor B ona
TN2302APinB's
network region

The switch redirects the audio stream
of both A and B back to a TN2302AP
port and connects C to A. User B may
deduce from the 20-300ms break that
user A just received a whisper page.
To avoid this possibility, administer
endpoints that participate in whisper
paging to prevent shuffling (I P- 1 P
Di rect Audi o Connection
field on the station formisn.)

For hairpinning, however, the 20-
30ms break in conversation should
always be short enough to ignore.
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46xx IP phone, installation, 110
46xx IP phones, 109

A

AAR and ARS features
interactions
Centralized Attendant Service (CAS), 273
QSIG Call Forwarding (Diversion), 260
QSIG Message Waiting Indication, 265
AAR and ARS Partitioning feature
interactions
QSIG Message Waiting Indication, 265
Abbreviated Dialing (AD) feature
interactions
Centralized Attendant Service (CAS), 273
Extended Trunk Access (ETA), 207
administering IP softphones, 106
administration
centralized voice mail via mode code, 216
H.323 Trunk, 92
H.323 Trunk, task detail, 99
H.323 Trunks, 92
IP telephones, 111
QSIG, 193
shuffling and hairpinning maintenance, 223
UDS1 circuit pack, 41
Alternate Facility Restriction Levels (AFRL) feature
interactions
QSIG Call Forwarding (Diversion), 260
Alternate Facility Restriction Levels feature
interactions
QSIG Message Waiting Indication, 265
Alternate Gatekeeper (Avaya R300), 49
Attendant Auto Manual Splitting feature
interactions
Centralized Attendant Service (CAS), 273
Attendant Call Waiting feature
interactions
DCS Alphanumeric Display for Terminals, 258
QSIG Supplementary Service - Call
Completion, 263, 264
Attendant Console feature
interactions
QSIG Supplementary Service - Call
Completion, 263
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Attendant Control of Trunk Group Access feature
interactions
Centralized Attendant Service (CAS), 273
DCS Automatic Callback (ACB), 249
Inter-PBX Attendant Service (IAS), 209
QSIG Supplementary Service - Call
Completion, 263
Attendant Direct Extension Selection (DXS) with Busy
Light Field feature
interactions
DCS Over ISDN-PRI D-Channel (DCS+), 244
Attendant Display feature
interactions
Inter-PBX Attendant Service (IAS), 209
Attendant Override of Diversion Features feature
interactions
Centralized Attendant Service (CAS), 273
Attendant Recall feature
interactions
Inter-PBX Attendant Service (IAS), 209
Attendant Serial Calling feature
interactions
Centralized Attendant Service (CAS), 273
AUDIX
interactions
QSIG Message Waiting Indication, 265
QSIG Supplementary Service - Call
Completion, 263
Authorization Codes feature
interactions
QSIG Call Forwarding (Diversion), 260
QSIG Message Waiting Indication, 265
Automatic Call Distribution (ACD) feature
interactions
QSIG Supplementary Service - Call
Completion, 264
Automatic Callback (ACB) feature
interactions
DCS Call Waiting, 251
Automatic Callback feature
interactions
ISDN Feature Plus, 213
Automatic Circuit Assurance feature
interactions
ISDN Feature Plus, 212
Avaya R300
Alternate Gatekeeper, 49
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B

Backup buttons, 204
bandwidth limitation, 145
Basic Call Management System (BCMS) feature
interactions
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
Best Service Routing (BSR), 99
Bridged Call Appearance feature
interactions
QSIG Supplementary Service - Call
Completion, 264
bus bridge, 46
example, 85
Busy Indicator buttons, 273
Busy name, 184
Busy Verification of Terminals and Trunks (Verify) fea-
ture
Verify buttons, 250

C

cables, C-LAN, 47
Call Admission Control (CAC), 145
call associated—temporary signaling connections (CA-
TSC), 168
Call Coverage feature
interactions
Centralized Attendant Service (CAS), 273
DCS Alphanumeric Display for Terminals, 258
DCS Call Coverage, 258
Inter-PBX Attendant Service (IAS), 209
ISDN Feature Plus, 213
QSIG Call Forwarding (Diversion), 261
QSIG Message Waiting Indication, 265
QSIG Supplementary Service - Call
Completion, 264
Call Detail Recording (CDR) feature
interactions
Centralized Attendant Service (CAS), 273
DCS Over ISDN-PRI D-Channel (DCS+), 244
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
QSIG Call Forwarding (Diversion), 260
Call Forwarding feature
interactions
Centralized Attendant Service (CAS), 273
DCS Alphanumeric Display for Terminals, 258
QSIG Additional Network Feature—Transit
Counter (ANF-TC), 263
QSIG Call Forwarding (Diversion), 261
QSIG Call Transfer, 261
QSIG Supplementary Service - Call
Completion, 264
call identification tones, 204
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Call Management System (CMS) feature
interactions
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
Call Park feature
interactions
DCS Alphanumeric Display for Terminals, 258
ISDN Feature Plus, 213
Call Pickup feature
interactions
DCS Alphanumeric Display for Terminals, 258
QSIG Supplementary Service - Call
Completion, 264
Call Vectoring feature
interactions
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
Call Waiting Termination feature
interactions
QSIG Supplementary Service - Call
Completion, 263
Called name, 184
CallVisor ASAI feature
interactions
DCS Over ISDN-PRI D-Channel (DCS+), 244
QSIG Supplementary Service - Call
Completion, 263
Caution, meaning of, 19
Centralized Attendant Service (CAS) feature, 203
backup service, 204 T
branch generated call identification tones, 204
considerations, 273
interactions
AAR and ARS, 273
Abbreviated Dialing (AD), 273
Attendant Auto Manual Splitting, 273
Attendant Control of Trunk Group Access, 273
Attendant Override of Diversion Features, 273
Attendant Serial Calling, 273
Busy Indicator buttons, 273
Call Coverage, 273
Call Detail Recording (CDR), 273
Call Forwarding, 273
DCS Alphanumeric Display for Terminals, 258
Distributed Communications System (DCS), 273
DTGS buttons, 273
DXS buttons, 273
Emergency Access to Attendant, 274
Hunt Groups, 274
Inter-PBX Attendant Service (IAS), 209
Leave Word Calling (LWC), 274
Night Service, 274
nonattendant consoles, 274
queues, 203
release link trunks (RLT), 203
remote hold, 204
Channel Associated Signaling, 218

circuit packs

C-LAN, 27
DS1, 61, 85
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C-LAN, 27
cables, 47
installation, 45
testing, 46
C-LAN circuit pack, 45
Class of Restriction (COR) feature
interactions
Enhanced DCS (EDCS), 245
QSIG Message Waiting Indication, 265
Class of Service (COS) feature
interactions
QSIG Message Waiting Indication, 265
common control switching arrangements (CCSA), 164
connecting switches, 26
connection types, 30
conventions used in this book
Caution, 19
Danger, 19
Warning, 19
converged networks, 33
country protocol options, 167
coverage answer groups, 258
Coverage Callback feature
interactions
DCS Call Coverage, 258
DCS Call Forwarding, 251

D

D-channel backups
DCS Over ISDN-PRI D-Channel (DCS+), 244
Danger, meaning of, 19
Data Call Setup feature
interactions
Extended Trunk Access (ETA), 207
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
data module
example, 72, 78
Data Privacy feature
interactions
DCS Call Waiting, 251
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
Data Restriction feature
interactions
DCS Call Waiting, 251
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
DCS Alphanumeric Display for Terminals feature, 245
interactions
Attendant Call Waiting, 258
Call Coverage, 258
Call Forwarding, 258
Call Park, 258
Call Pickup, 258
Centralized Attendant Service (CAS), 258
ISDN-PRI, 258
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DCS Attendant Control of Trunk Group Access
feature, 246
interactions
DCS Attendant Display, 246
DCS Automatic Callback (ACB), 249
Uniform Dial Plan (UDP), 246
DCS Attendant Direct Trunk Group Selection
feature, 247
DCS Attendant Display feature, 248
interactions
DCS Attendant Control of Trunk Group
Access, 246
Inter-PBX Attendant Service (IAS), 209
DCS Automatic Callback (ACB) feature, 249
interactions
Attendant Control of Trunk Group Access, 249
DCS Attendant Control of Trunk Group
Access, 249
DCS Automatic Circuit Assurance (ACA) feature, 250
DCS Busy Verification of Terminals and Trunks
feature, 250
interactions
routing patterns, 250
Trunk Identification by Attendant, 250
DCS Call Coverage feature, 255 to 256
interactions
Call Coverage off premises, 258
coverage answer groups, 258
Coverage Callback, 258
displays, 259
Go to Cover, 259
Leave Word Calling (LWC), 259
queuing, 259
operation under normal conditions, 256
DCS Call Forwarding feature, 251
interactions
Coverage Callback, 251
DCS nodes, 251
Leave Word Calling (LWC), 251
DCS Call Waiting feature, 251
interactions
Automatic Callback (ACB), 251
Data Privacy, 251
Data Restriction, 251
Enhanced DCS (EDCS), 251
DCS Distinctive Ringing feature, 252
ringing patterns, 252 o
DCS Leave Word Calling (LWC) feature, 252
interactions
DCS Multiappearance Conference/Transfer, 252
DCS Multiappearance Conference/Transfer feature, 253
interactions
DCS Leave Word Calling (LWC), 252
Enhanced DCS (EDCS), 253
Voice Terminal Display, 253
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DCS Over ISDN-PRI D-Channel (DCS+) feature, 167
call associated—temporary signaling connections
(CA-TSC), 168
considerations, 243
gateway nodes, 169
interactions
Attendant Direct Extension Selection (DXS) with
Busy Light Field, 244
Call Detail Recording (CDR), 244
CallVisor ASAI, 244
D-channel backup, 244
DCS AUDIX, 244
Generalized Route Selection (GRS), 244
software defined networks (SDN), 244
voice terminals, 244
noncall associated—temporary signaling connections
(NCA-TSC), 168
DCS Trunk Group Busy/Warning Indication feature, 254
interactions
Loudspeaker Paging Access, 254
DCS with Rerouting feature
description, 257
interactions, 259
default gateway, 48
default node, 48
Dial Access to Attendant feature
interactions
Inter-PBX Attendant Service (IAS), 209
dial plan
example, 62, 74, 80, 86
Differentiated Services Code (DSCP), 135
DiffServ, 135
direct department calling (DDC)
QSIG Supplementary Service - Call Completion, 265
direct extension selection
DXS buttons, 273
Distributed Communication System (DCS) feature
interactions
ISDN Feature Plus feature, 212
Distributed Communications System (DCS) feature, 162
2-Node private network with AUDIX, 172
3-Node public/private network with AUDIX, 176
administration for switch 1, 173, 177
administration for switch 2, 174, 178
administration for switch 3, 180
AUDIX administration, 173, 176
AUDIX configuration examples, 172
interactions
Centralized Attendant Service (CAS), 273
QSIG Call Forwarding (Diversion), 261
QSIG Call Transfer, 261
QSIG Name and Number Identification, 262
network configurations, 167
DS1 circuit pack
example, 61, 85
DSCP, 135
DTGS buttons, 273
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E

echo cancellation, 133
echo path delay, 132
electronic tandem networks (ETN)
Private Network Access, 164
EMC standards, 24
Emergency Access to Attendant feature
interactions
Centralized Attendant Service (CAS), 274
Enhanced DCS (EDCS) feature, 171, 245
interactions
Class of Restriction (COR), 245
DCS Call Waiting, 251
DCS Multiappearance Conference/Transfer, 253
enhanced private switched communications service
(EPSCS), 164
Extended Trunk Access (ETA) feature, 206 to 208
cautions, 206
forms, 206
interactions
Abbreviated Dialing (AD), 207
attendant calls, 207
Data Call Setup, 207
Facility Restriction Levels (FRL) and Traveling
Class Marks (TCM), 207
Last Number Dialed, 207
Modem Pooling, 208
Remote Access, 208
Extension Number Portability (ENP) feature, 165
ENP codes, 165
ENP numbering plans, 165

F

Facility Restriction Levels (FRL) and Traveling Class
Marks (TCM) features
interactions

Extended Trunk Access (ETA), 207

QSIG Call Forwarding (Diversion), 261

QSIG Message Waiting Indication, 265
failed IP network region connections, 226
failed ip-network-regions, testing, 227
features. See Private Networking Features

G

gateway
default, 48
gateway nodes, 169
Generalized Route Selection (GRS) feature
interactions
DCS Over ISDN-PRI D-Channel (DCS+), 244
QSIG Message Waiting Indication, 265
Go to Cover feature
interactions
DCS Call Coverage, 259

Administration for Network Connectivity
November 2003



H

H.323 Trunk
administration, 92
H.323 trunks, troubleshooting, 221
hardware interface, 27
Hold feature
interactions
QSIG Supplementary Service - Call
Completion, 264
host IP route, 235
Hotline Service feature
interactions
QSIG Supplementary Service - Call
Completion, 264
hunt group
example, 79, 84, 91
Hunt Groups feature
interactions
Centralized Attendant Service (CAS), 274

iClarity, 108, 109
installation
C-LAN, 45
Inter-PBX Attendant Service (IAS) feature, 208
interactions
Attendant Control of Trunk Group Access, 209
Attendant Display, 209
Attendant Recall, 209
Call Coverage, 209
Centralized Attendant Service (CAS), 209
DCS Attendant Display, 209
Dial Access to Attendant, 209
Night Service, 209
Internal Automatic Answer (IAA) feature
interactions
QSIG Supplementary Service - Call
Completion, 264
IP connection status
station, 224
trunk, 225
IP interfaces, 96
ip network region status, 226
IP packets
sending and receiving, 26
IP route
host, 235
network, 235, 240
when to use, 235
IP routing
example, 81, 91
IP SoftPhone
Alternate Gatekeeper, 49
IP softphone, administration, 106
IP Softphones, 106
IP softphones, troubleshooting, 233
IP telephone, 109
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IP telephone, administration, 111
IP telephone, troubleshooting, 223
IP trunks, 231, 232
ISDN
B-channel (bearer), 167
ISDN Feature Plus feature, 209 to 213
description, 210
differences in Inserted Digits field, 211
how to administer, 210
interactions
Automatic Circuit Assurance, 212
Distributed Communication System (DCS), 212
Feature Plus Centralized AUDIX
Calling Line Identification Presentation
(CLIP), 212
Feature Plus Diversion, 212
Feature Plus Message Waiting, 212
Feature Plus Forwarding (Diversion)
Automatic Callback, 213
Call Coverage, 213
Call Park, 213
Calling Line Identification Presentation
(CLIP), 212
Connection Line Identification Presentation
(CoLpP), 212
Feature Plus Centralized AUDIX, 212
Feature Plus Message Waiting Indication
Audio Information Exchange (AUDIX), 213
Off-Premise Station, 213
QSIG, 213
ISDN-PRI
interactions
DCS Alphanumeric Display for Terminals, 258
QSIG Additional Network Feature—Transit
Counter (ANF-TC), 263
Italian DCS Protocol, 171
Italy o
Enhanced DCS (EDCS), 171
traslatore giunzione uscente/entrante/interno (TGU/
TGE/TGI) trunks, 165

J

jitter, 26, 131
jitter buffer, 131
size report, 231, 232

L

Last Number Dialed feature
interactions
Extended Trunk Access (ETA), 207
Leave Word Calling (LWC) feature
interactions
Centralized Attendant Service (CAS), 274
DCS Call Coverage, 259
DCS Call Forwarding, 251
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link/channel map
example, 59
Listed Directory Numbers (LDN) feature
see also Centralized Attendant Service (CAS)
Loudspeaker Paging Access feature
interactions
DCS Trunk Group Busy/Warning Indication, 254

M

Malicious Call Trace (MCT) feature
interactions
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 262
Manual Originating Line Service feature
interactions
QSIG Supplementary Service - Call
Completion, 264
message associated—user to user information (MA—
uuI), 167
Message Waiting Indication
how to start administration, 211
mode code, with Centralized Voice Mail, 214
Modem Pooling feature
interactions
Extended Trunk Access (ETA), 208
multimedia endpoints, 264

N

Netmeeting, 233
netmeeting, 234
network diagram
example, 57
network IP route, 240
network map
example, 60
network standards, 23
Night Service features
interactions
Inter-PBX Attendant Service (IAS), 209
night console service
Centralized Attendant Service (CAS), 274
trunk answer from any station (TAAS)
Centralized Attendant Service (CAS), 274
node, 57
default, 48
node names
example, 71, 90
node names, assigning, 95
nonattendant consoles, 274
noncall associated—temporary signaling connections
(NCA-TSC), 168, 193
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Off-Premises Station feature
interactions
QSIG Message Waiting Indication, 266
outgoing trunk queueing, 265
overview
converged networks, 33
sending and receiving IP packets, 26

P

packet delay, 132

packet loss, 132

packet loss report, 231, 232

Per Hop Behaviors (PHB), 135

Private Network Access feature, 164 to 165
forms, 164

Private Networking features
Centralized Attendant Service (CAS), 203
DCS Alphanumeric Display for Terminals, 245
DCS Attendant Control of Trunk Group Access, 246
DCS Attendant Direct Trunk Group Selection, 247
DCS Attendant Display, 248
DCS Automatic Callback (ACB), 249
DCS Automatic Circuit Assurance (ACA), 250
DCS Busy Verification of Terminals and Trunks, 250
DCS Call Coverage, 255
DCS Call Forwarding, 251
DCS Call Waiting, 251
DCS Distinctive Ringing, 252
DCS Leave Word Calling (LWC), 252
DCS Multiappearance Conference/Transfer, 253
DCS Over ISDN-PRI D-Channel (DCS+), 167
DCS Trunk Group Busy/Warning Indication, 254
Distributed Communications System (DCS), 162
Enhanced DCS (EDCS), 171
Extended Trunk Access (ETA), 206
Extension Number Portability (ENP), 165
Inter-PBX Attendant Service (IAS), 208
Italian DCS Protocol DCS, 171
Private Network Access, 164
QSIG Call Forwarding (Diversion), 186
QSIG Call Transfer, 186

processor channel Assignment
example, 91

processor channel assignment
example, 79

proxy ARP, 239

Q

QosS, 26
Q-reference points, 182
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QSIG Additional Network Feature Path Replacement
(ANF-PR) feature, 190
interactions
Basic Call Management System (BCMS), 262
Call Detail Recording (CDR), 262
Call Management System (CMS), 262
Call Vectoring, 262
Data Call Setup, 262
Data Privacy, 262
Data Restriction, 262
Malicious Call Trace (MCT), 262
QSIG Call Transfer, 261
Recorded Announcement, 263
trunk access codes (TAC), 263
Voice Terminal Display, 263
QSIG Additional Network Feature—Transit Counter
(ANF-TC) feature, 184, 263
QSIG Call Forwarding (Diversion) feature
interactions
AAR and ARS, 260
Alternate Facility Restriction Levels (AFRL), 260
Authorization Codes, 260
Call Coverage, 261
Call Detail Recording (CDR), 260
Call Forwarding, 261
Distributed Communications System (DCS), 261
Facility Restriction Levels (FRL) and Traveling
Class Marks (TCM), 261
QSIG Name and Number Identification, 261
terminating call has coverage active, 261
Transfer, 261
QSIG Call Transfer feature, 186
interactions
Call Forwarding, 261
Distributed Communications System (DCS), 261
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 261
QSIG Name and Number Identification, 261
QSIG Centralized AUDIX, 188
what you get with QSIG Centralized AUDIX, 189
QSIG feature
interactions
ISDN Feature Plus, 213
QSIG Features
QSIG NCA-TSC, 193
QSIG features, 188
Busy name, 184
Call Completion, 187
Call Offer, 186
Called name, 184
noncall associated—temporary signaling connections
(NCA-TSC), 193
QSIG Path Retention, 188
QSIG Message Waiting Indication, 189
QSIG Centralized AUDIX, 188
what you get with QSIG Centralized AUDIX, 189
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QSIG Message Waiting Indication feature, 189
interactions
AAR/ARS Partitioning, 265
Alternate Facilities Restriction Levels, 265
Audio Information Exchange (AUDIX), 265
Authorization Codes, 265
Automatic Alternate Routing (AAR), 265
Automatic Route Selection (ARS), 265
Call Coverage Features, 265
Class of Restriction, 265
Class of Service, 265
Facility Restriction Levels (FRL) and Traveling
Class Marks (TCM), 265
Generalized Route Selection, 265
ISDN-QSIG-BRI, 266
Message Sequence Tracer, 266
Off-Premises Station, 266
Uniform Dial Plan (UDP), 266
QSIG Name and Number Identification feature, 185
interactions
Distributed Communications System (DCS), 262
QSIG Call Forwarding (Diversion), 261
QSIG Call Transfer, 261
ISDN numbering formats, 185
tandem switch information, 185
transit switch information, 185
QSIG NCA-TSC, 193
QSIG Path Retention, 188
QSIG Supplementary Service - Call Completion
feature, 265
detailed description, 187
interactions
Adjunct Switch Applications Interface (ASAI), 263
Attendant Call Waiting, 263
Attendant Console Group, 263
Attendant Control of Trunk Group Access, 263
AUDIX, 263
Automatic Call Distribution (ACD), 264
Bridged Call Appearance, 264
Call Coverage, 264
Call Forwarding, 264
Call Pickup, 264
Call Waiting, 264
Call Waiting Termination, 263
Direct Department Calling, 265
Hold, 264
Hotline Service, 264
Internal Automatic Answer (1AA), 264
Manual Originating Line Service, 264
Multimedia Endpoints, 264
Outgoing Trunk Queueing, 265
Termination Extension Group (TEG), 265
Transfer, 264
Uniform Call Distribution, 265
Vector Directory Numbers, 265
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QSIG Supplementary Service — Call Offer feature, 186
invoking, 186

Quiality of Service, 26

queues
Centralized Attendant Service (CAS), 203
DCS Call Coverage, 259

R

Recorded Announcement feature
interactions
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 263
regulatory compliance, 22
release link trunks (RLT), 203
Remote Access feature
interactions
Extended Trunk Access (ETA), 208
remote hold, 204
routing pattern
example, 78
routing patterns
example, 70

S

satellite switches, 206
Session Initiated Protocol, 92
shuffled connections, 134
shuffling and hairpinning, maintenance
administration, 223
signaling group
example, 63
signalling group, 99, 105
SIP trunks, 92
software defined networks (SDN), 244
status, ip network region, 226
supplementary service B (SSB) routes, 190
synchronization plan
example, 81, 86

T

tables
EMC standards, 24
network standards, 23
regulatory compliance, 22
tandem tie trunk networks (TTTN), 164
task
assign node names, 48
telecommuter application, 233
telephone, 109
temporary signaling connections (TSC), 167
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Termination Extension Group (TEG) feature
interactions
QSIG Supplementary Service - Call
Completion, 265
testing failed ip-network-regions, 227
TN2302, 50
TN2308 DID Trunk for Brazil (8 ports), 51
TN799 (C-LAN)
Alternate Gatekeeper, 49
TN802B MAPD IP Interface Assembly, 50
tones
call identification, 204
Transfer feature
interactions
QSIG Call Forwarding (Diversion), 261
QSIG Supplementary Service - Call
Completion, 264
troubleshooting
IP softphones, 233
IP telephones, 223
troubleshooting H.232 trunks, 221
trunk access codes (TAC)
QSIG Additional Network Feature Path Replacement
(ANF-PR), 263
QSIG Additional Network Feature—Transit Counter
(ANF-TC), 263
trunk group, 102

example, 64, 75, 82, 87
Trunk Group Select buttons, 247
Trunk Identification by Attendant feature

interactions

DCS Busy Verification of Terminals and
Trunks, 250

Trunk ID buttons, 250
trunks,SIP, 92
TTC (Telecommunications Technology Committee), 218
Type of Service (TOS), 135

U

UDS1, 41
uniform call distribution (UCD)
QSIG Supplementary Service - Call Completion, 265
Uniform Dial Plan (UDP) feature
interactions
DCS Attendant Control of Trunk Group
Access, 246
QSIG Message Waiting Indication, 266
uniform dialing plan
example, 69, 77, 83, 89
Universal DS1 (UDS1) circuit pack, 41
USDL1 circuit pack, administration, 41
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vector directory numbers (VDN)
QSIG Supplementary Service - Call Completion, 265
Voice Activity Detection (VAD), 133
Voice Terminal Display feature
interactions
DCS Multiappearance Conference/Transfer, 253
QSIG Additional Network Feature Path Replace-
ment (ANF-PR), 263
voice terminals, see phones

w

Warning, meaning of, 19
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