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Purpose
This document describes the procedures required to configure Secure Access Link (SAL) Remote Access and Alarming for the various components that are deployed as part of the Collaboration Server (CS) 6.1 Solution Template. 
Solution Template Background

Collaboration Server is Avaya’s newest entry of Solution Template available for deployment on System Platform 6.0. As part of System Platform, Collaboration Server will rely exclusively on Secure Access Link for remote access and alarming. 
Collaboration Server and SAL Components
	Collaboration Server Application
	Secure Access Link 1.0 Agent
	Secure Access Link 6.1 Agent
	Secure Access Link 1.8 Gateway
	Secure Concentrator Core Server 1.0 in System Manager

	System Platform Master Domain 0
	
	
	¤
	

	System Platform Console Domain
	
	
	¤
	

	System Manager
	
	¤
	
	¤

	Session Manager
	¤
	
	¤
	¤

	Communication Manager
	
	
	¤
	

	Communication Manager Messaging
	
	
	¤
	

	Presence Services
	¤
	
	¤
	

	Utility Server
	
	
	¤
	


Table 1 - 
SAL and CS Context

As you can see by examining the table above, Collaboration Server is comprised of several applications that rely on a heterogeneous Secure Access Link environment. In this deployment we have a Secure Access Link 1.0 Agent, Secure Access Link 6.1 Agent, Secure Access Link 1.8 Gateway, and a Secure Access Concentrator Core Server 1.0 in System Manager. Each of these SAL components will have to be configured in one form or another dependant on the application to achieve end-to-end SAL connectivity and alarming.
SAL Component Definitions
· Secure Access Link 1.0 Agent – Co-resident software agent presently utilized by Session Manager 6.1 and Presence Services 6.0 for alarm processing. Product stimuli are collected as Log Events by the co-resident SAL 1.0 Agent and forwarded as logs or alarms to the SAL Concentrator Core 1.0 Server in System Manager for subsequent delivery back to Avaya. 
Note – In the case of Presence Services, System Manager will only act as an alarm aggregation point with alarm viewing capabilities and will NOT send alarms back to the Avaya Data Center.

· Secure Access Link 6.1 Agent – Co-resident software agent presently utilized by System Manager 6.1 for alarm processing. Product stimuli are collected as Log Events by the co-resident SAL 6.1 Agent and forwarded in parallel to two destinations. Logs or alarms are forwarded to the SAL Concentrator Core Server 1.0 in System Manager as the first destination. SNMP INADS alarms are forwarded to a Secure Access Link Gateway for subsequent delivery back to Avaya as the second destination. 
· Secure Access Link 1.8 Gateway – Deployed as part of System Platform along side the Console Domain, the SAL Gateway will be utilized by all remotely accessible applications on Collaboration Server for remote access. Additionally the SAL Gateway will also provide alarm handling for all alarming capable products EXCEPT for Session Manager 6.1, the lone adopter of the Secure Access Link 1.0 Agent. 
· Secure Access Concentrator Core 1.0 Server in System Manager – Provides alarm management, alarm persistence as well as alarm delivery back to the Avaya Data Center for the Collaboration Server applications that rely on a co-resident SAL 1.0 Agent and System Manager as their upstream alarm destination (i.e. Session Manager 6.1 and Presence Services 6.0) 

· SAL Enablement – Enabling a device or application (e.g. Communication Manager) to alarm via Secure Access Link, be remotely accessible via Secure Access Link or both.
· SAL On-Boarding – The process of registering and SAL Enablement a solution. 

Collaboration Server Applications: Event Type ( Receiver ( Destination, and Remote Access
	Collaboration Server Application
	Event Type
	Event Receiver
	Event Destination
	Remote Access

	System Platform Master Domain 0
	Syslog Message (
	Syslog to CLF Log Adapter on CDOM (
	SAL Core @ ADC
	SP or External SALGW

	System Platform Console Domain
	CLF Log Event ( 
	SALGW spiritAgent on CDOM ( 
	SAL Core @ ADC
	SP or External SALGW

	Session Manager
	CLF Log Event ( 
	System Manger SAL 1.0 Core ( 
	SAL Core @ ADC
	SP or External SALGW

	System Manager Event Type 1
	CLF Log Event ( 
	System Manger SAL 1.0 Core ( 
	Not Forwarded
	SP or External SALGW

	System Manager Event Type 2
	SNMP INADS ( 
	SALGW spiritAgent CDOM or External SALGW (
	SAL Core @ ADC
	SP or External SALGW

	Communication Manager
	SNMP INADS ( 
	SALGW spiritAgent CDOM or External SALGW (
	SAL Core @ ADC
	SP or External SALGW

	Communication Manager Messaging
	SNMP INADS (
	SALGW spiritAgent CDOM or External SALGW (
	SAL Core @ ADC
	SP or External SALGW

	Presence Services
	CLF Log Event (
	System Manager SAL 1.0 Core
	N/A
	SP or External SALGW

	Utility Server
	N/A
	N/A
	
	SP or External SALGW


The table above provides details on the event type each application will generate as well as the flow of that event.

Alarming and Remote Access
The table above describes in simplified fashion what type of event each Collaboration Server application will generate, where that event type is sent, and how the event is delivered back to the Avaya Data Center. The table also shows that any remotely capable Collaboration Server application can be configured behind the SAL Gateway on System Platform or a stand-alone SAL Gateway. 
Secure Access Link Alarm Flow Diagram

Now that we’ve introduced foundational concepts around the various SAL components found in Collaboration Server, it’s important to understand how CS will look and act with respect to its overall alarming architecture in its deployed state. The illustration below depicts how the various Secure Access Link Components are positioned when deployed as part of Collaboration Server.
The four Secure Access Link components are shown in the black boxes with green font. 

1. SAL 1.0 Co-Resident Agent

2. SAL 6.1 Co-Resident Agent
3. SAL 1.0 Core in System Manager

4. SAL Gateway

Note – The diagram below shows the Collaboration Server solution deployed logically as individual servers though it should be understood that it is deployed on System Platform as one physical server.
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Diagram A
Summary of Steps for SAL On-Boarding Collaboration Server
The following is a list of high-level steps that will achieve end-to-end remote access and alarming for all Collaboration Server applications. The steps are listed in the recommended sequence that will achieve the configuration in the shortest time possible but this recommended sequence is not necessarily required. 
1. Initiate the SAL Global Registration Process to Obtain SE IDs and Products IDs for Collaboration Server.

2. Administer the Secure Access Link Gateway Core Configuration.
3. Add Collaboration Server Applications to the Secure Access Link Gateway as Managed Devices.
4. Administer the Secure Access Concentrator Core Server Data Transport in System Manager.
5. Administer Managed Element Alarming
Initiating SAL Global Registration Process

Prior to being able to configure the Secure Access Link Gateway or administer any Collaboration Server applications as managed devices, you must first have your Collaboration Server solution registered by the Avaya Global Registration team. To engage the Secure Access Link Global Registration you must:
1. Download the Secure Access Link UI Registration form here. 
2. Fill out the form and email it to salreg@avaya.com using the form’s built in link [Phase 1]
3. Configure the Secure Access Link Gateway and add your managed devices as described later in this document. 

4. Notify the SAL Global Registration Team that you have added your Collaboration Server applications as managed devices so that they can test end-to-end remote access and alarming [Phase 2]
Secure Access Link Gateway Base Configuration
In order for the Secure Access Link Gateway to communicate back to the Avaya Data Center and register [authenticate] itself and the Collaboration Server applications it will intend to manage, you must first configure the SAL Gateway’s identity, network configuration, and upstream SAL Concentrator Core servers that it will both use to send alarms and establish remote sessions with.
Configuring the Gateway’s Identity

1. Log into the Secure Access Link Gateway Web UI using a browser and enter the URL https://cdom_ip:7443 or if using System Platform log into the Console Domain and from the left navigation pane go to Server Management ( Launch SAL Gateway.
2. Authenticate using admin/admin01 or your Avaya eToken [Note – You’ll have to uncheck the “Login using a certificate” checkbox if you will be using admin/admin01 [Figure 1].
3. Click the “Log On” button.
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Figure 1: SAL Log On
4. On the left navigation pane click on “Administration ( Gateway Configuration” then click the “Edit” button [Figure 2]
a. Hostname: Do no modify the hostname as it will inherit what was give to the System Platform Console Domain virtual machine.

b. IP Address: Enter the IP address of the Secure Access Link Gateway which will be the same as the System Platform Console Domain; it should default to the correct IP address.
c. Solution Element ID: Enter the SE ID that you obtained from the SAL Global Registration Team for your Secure Access Link Gateway in the following format (000)123-4567
d. Alarm ID: Enter the Alarm/Product ID of the Secure Access Link Gateway 5xxxxxxxxx
e. Ensure the “Alarm Enabled” box is checked.

f. Leave “Inventory Collection” unchecked.

g. Click Apply

Note – It is not required that you restart your SAL Gateway at this time and is easier if you restart it only once after all of the configuration changes have been made. You will not lose any of your work as the SAL configuration are changed immediately but not read by the gateway until after a restart. 
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Figure 2: SAL Gateway Configuration
Proxy Server

If the Secure Access Link Gateway is required to communicate through an HTTPS or SOCKS proxy server, administer it here.
1. On the left navigation pane under “Administration” click on “Proxy” then click the “Edit” button [Figure 3]

a. Use Proxy: Click the checkbox.

b. Proxy Type: Select the type of Proxy Server being used “SOCKS 5 or HTTP”
c. Host: Enter the Proxy IP address or FQDN for the Proxy “Host”
d. Port: Enter the Proxy Listening “Port”
e. Login: N/A Authenticated Proxy not supported on System Platform.
f. Password: N/A Authenticated Proxy not supported on System Platform.
g. Click Apply.
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Figure 3: SAL Proxy Server Configuration
Secure Access Concentrator Core Server

Next you will need to administer the upstream server cluster where the SAL Gateway will send all Collaboration Server applications alarms. This server resides in the Avaya Data Center and in addition to product alarms being sent here, the SAL Gateway will also send “heartbeat” messages or keep-alives.
2. On the left navigation pane under “Administration” click on “SAL Enterprise” then click the “Edit” button [Figure 4]
a. Passphrase: Leave default as it will always be set to “Enterprise-production”.
b. Primary Enterprise: “secure.alarming.avaya.com”

c. Port: 443
d. Secondary Enterprise: “secure.alarming.avaya.com”

e. Port: 443
f. Click Apply.
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Figure 4: SAL Enterprise Configuration
Secure Access Concentrator Remote Server
Next you will need to administer the server cluster that the SAL Gateway will communicate with when setting up remote access sessions for itself and any of its managed devices. This server resides in the Avaya Data Center and is polled every 30 seconds by the SAL Gateway checking for remote access requests.

1. On the left navigation pane under “Administration” click on “Remote Access” then click the “Edit” button [Figure 5]

a. Primary  Server Host Name/ IP Address: “sl1.sal.avaya.com”

b. Port: 443
c. Secondary Server Host Name/ IP Address: “sl1.sal.avaya.com”

d. Click Apply.
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Figure 5: SAL Remote Access
Note - Before you start adding the managed elements in the SALGW please make sure that you have all the Collaboration Server managed elements SE IDs and Alarm/Product IDs. If you have not yet obtained this information, refer to the section titled “Initiating SAL Global Registration Process”. 

	Collaboration Server Application
	SE Code
	SE ID
	Alarm ID / Product ID
	Model
	Provide Remote Access
	Transport Alarms

	System Platform DOM0
	VSP
	(000)xxx-xxxx
	NA
	VSP_2.0.0.0
	¤
	

	System Platform Web-Console CDOM
	VSPU
	(000)xxx-xxxx
	8xxxxxxxx
	VSPU_2.1.14
	¤
	¤

	System Manager 5.2
	SM
	(000)xxx-xxxx
	8xxxxxxxx
	SystemMgr_2.0.0.3
	¤
	¤

	Session Manager 5.2
	ASM
	(000)xxx-xxxx
	8xxxxxxxx
	SessionMgr_2.0.0.2
	¤
	

	Utility Server
	VUS
	(000)xxx-xxxx
	NA
	VUS_2.0.0.0
	¤
	

	Communication Manager
	VCM
	(000)xxx-xxxx
	1xxxxxxxx
	CM_Media_server_2.1.0.2
	¤
	¤

	Communication Manager Messaging
	VCMM
	(000)xxx-xxxx
	2xxxxxxxx
	CM_Messaging_2.0.0.1
	¤
	¤

	Presence Services
	VPSB
	(000)xxx-xxxx
	NA
	Presence_Server_2.0.0.1
	¤
	


Table 2: Solution Elements Used With Collaboration Server

[Back to Adding Collaboration Server as Managed Devices]
Adding Collaboration Server as Managed Devices 

1. Log into the Secure Access Link Gateway Web UI using a browser and enter the URL https://cdom_ip:7443 or if using System Platform log into the Console Domain and from the left navigation pane go to Server Management ( Launch SAL Gateway.
2. Authenticate using admin/admin01 or your Avaya eToken [Note – You’ll have to uncheck the “Login using a certificate” checkbox if you will be using admin/admin01 [Figure 1].

3. Click the “Log On” button.

4. By default after logging in you will be brought to the “Secure Access Link Gateway ( Managed Element” page [Figure 6].
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Figure 6: Adding Managed Devices
5. To add a new managed element, click on Add New button, which will take you to the screen shown below [Figure 7]
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Figure 7: Managed Elements
6. Here you will enter the hostname, IP address and the corresponding SEID and PID as well as select the appropriate model associated with the managed element. For CS we will be adding VSP, VSPU, SM, ASM, VPSB, CM, CMM and VUS elements. Once you are done adding all the elements your managed elements screen should look similar to the screen shot below. One important thing to note in this screenshot is the model that needs to be applied to each element.
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7. You will repeat this process until all of the Collaboration Server applications detailed in Table 2 have been added.
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Table 3: Application Details
For VSALGW, VSPU, VCM, VCMM and SM alarming is enabled.  So we will have to check the option ‘Transport alarms from this device’ and enter the PID. But for the rest of the elements the PID field and ‘Transport alarms from this device’ fields are disabled as shown below for ASM.
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Figure 8: Managed Element Configuration
Configuring Data Transport in System Manager

If an HTTP web proxy is in use at the customer site, the web proxy must be administered. To administer the web proxy: 

Log into System Manager.

Go to Home / Services / Configurations / Settings / SPIRIT / Data Transport Config - View Profile
Seems to be System Manager Data > Settings > SPIRIT > Data Transport Config 

Click on the Edit button to modify the data.

Set Connection.AvayaProduction.UseProxy to “true” Syntax change ( Connection Avaya production useProxy

Set ProxyAddress to the IP/FQDN of the HTTP proxy

Set ProxyPort to the TCP port number to use for the proxy service

If authentication is required with the HTTP proxy:

Set ProxyUseAuthentication to “true”

Set ProxyUser to the user id/login 

Set ProxyPass to the password required

Verify SpiritPlatformQualifier is “Enterprise-“followed by the full FQDN of the System Manager Server (i.e. “Enterprise-sysmgr.colo.avaya.com”)

Click Done
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5) Once the product ID’s and Spirit Data Transport are configured, the spiritAgent services on all servers should be restarted.  This can be done by running the following commands from a shell prompt on the server with root permissions: 

System Manager: # service spiritAgent restart

System Manager: # service jboss restart

Configuring Alarming for Collaboration Server Applications
Adopters of System Manager, Session Manager, and Presence Services send their alarms to the System Manager SAL Core Server and not the spiritAgent on a SALGW or VSALGW. The alarm flow for these components was shown in Diagram A.
Alarming configuration for System Manager and Session Manager
Obtain the product ID’s for the following Solution Elements in Maestro/Seibel/Registration team for the supported systems based upon the FL associated with each installed solution element.

	Product Release
	SE Code
	Device Description
	Product ID /Alarm ID Range
	Default Login

	Session

Manager


	ASM
	Session Manager
	8xxxxxxxxx
	craft

sroot



	
	SALASM
	Session Manager SAL Agent
	5xxxxxxxxx
	

	System

Manager


	SM
	System Manager
	8xxxxxxxxx
	root



	
	SALSM
	System Manager SAL Agent
	5xxxxxxxxx
	

	
	SMELEM
	Session Manager Element Mgr
	8xxxxxxxxx
	

	
	VSP
	System Platform
	7xxxxxxxxx
	admin

root

	
	VSPU
	System Platform Console Dom
	7xxxxxxxxx
	

	
	VSALGW
	System Platform SAL Gateway
	5xxxxxxxxx
	


Use the setProductID command on each System Manager and Session Manager server to configure ASM, SM, and SMELEM solution element product ID’s.  These product ID’s should all start with an 8.

To set the product ID: 

· Log in with a login that has root permissions. 

· Enter setProductID SEcode productID, where SEcode is the managed element code (or SE code) and productID is the product ID number for one managed element i.e. setProductID ASM 8000000102 

· Enter getProductID SEcode to verify that the product ID was entered correctly. 

· Repeat the commands for each SEcode on each System Manager and Session Manager
Use the spiritAgentCLI command on the System Manager and Session Manager servers to configure SALASM and SALSM solution element alarm ID’s.  These alarm ID’s should all start with a 5.

To set the SAL agent (SALSM or SALASM) alarm ID:

· Log in with a login that has root permissions.

· Enter spiritAgentCLI alarmId {alarm ID}, where {alarmId} is the 10 digit Alarm ID number for the SAL agent of this product i.e. spiritAgentCLI alarmId 5000000103 

· Choose option 1 to Update Alarming Module Alarm ID

· Enter the SALASM or SALSM product ID as appropriate

· Choose option 99 from the main menu.  This option saves the changes and exits.

System Manager uses the 6.1 Serviceability Agent which forks the alarms to SMGR and the SALGW. To set SALGW as an NMS destination we need to run a script called ‘configureNMS.sh’ from the System Manager CLI. This script is located in /opt/Avaya/SPIRIT/6.1.4/scripts. Change the permissions of the script and execute it
./configureNMS.sh [IP address] SNMP port community
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Once the product IDs and Spirit Data Transport and NMS are configured, the spiritAgent services on all servers should be restarted. 
This can be done by running the following commands from a shell prompt on both the Session Manager as well as the System Manager server with root permissions: 
System Manager: # service spiritAgent restart
System Manager: # service jboss restart
Session Manager: # restart sal-agent
III. Testing Alarming:
SAL Gateway Test Alarm

Under Administration -> Service Control -> Next to Alarming click Test. This will send a test alarm back to the ADC that you can confirm at https://pcosun15.eng.avaya.com:8002/spirit/
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System Manager 6.0 Test Alarm

You execute a test alarm in System Manager by executing the following script /opt/Avaya/SPIRIT/x.y.z/scripts/utils/generateTestAlarm.sh 1  
The x.y.z here refers to the version, after you enter opt/Avaya/Spirit if you hit a tab it should auto complete the version info.


[image: image15.jpg]£ root@phoeni;

:/opt/AvayalSPIRITI3.0. 5/scripts/utils

[rootBphoenix utils]§ ca

[rootBphoenix ~1# cd /ope/ivaya/s
SessionManagerPatch/ SPIRIT/

[rootBphoenix ~1# cd /opt/Avaya/SPIRIT/3.0.5/scripts/ucils
[rootBphoenix utilsl§ 1s

[rootBphoenix utils]# ./generateTesthlarm.sh

HMissing argunent

./generateTestilarm.sh Option

1 for gemerating test alarm/0 for gemerating clear event for test alarm
[rootBphoenix ucils]# ./generateTestilarm.sh 1

Test alarm generated.

[rootBphoenix utils]§

sag
option:





Session Manager 6.0 Test Alarm: 
You execute a test alarm in Session Manager by executing the script ‘generateTestAlarmSM.sh’ in /opt/Avaya/contrib./bin
./generateTestAlarmSM.sh 1

System Manager and Session Manager Alarm Verification:
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ADC Alarm Verification

After generating the test alarms, in the SAL Core Concentrator UI go to https://secure.alarming.avaya.com  Alarms ->Alarm Console to verify if the alarms made it from SMGR and SM
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Configuring Alarming for CM:
Enabling SNMP 
1. Log in to the Communications Manager CLI and enter the following commands to enable SNMP alarming. 

2. Enable the firewall: 

craft@customer_S8710A> ip_fw -p 162/udp -d input 
      craft@customer_S8710A> ip_fw -p 162/udp -d output 
3. Set and enable the SNMP trap destination where 000.000.000.000 is the IP address of your SAL Gateway: 

craft@customer_S8710A> almsnmpconf –d 000.000.000.000 –c public –e y -add 
4. Verify your trap destination: 

craft@customer_S8710A> almsnmpconf 
      IP address 

Notification 
SNMP
Version
  Community 
Name 
Status 
      192.168.102.222 
trap 

v2c 

   public 

enabled 

      Alarm abbreviation is enabled. 

5. Disable the modem alarming and enable SNMP for Inads alarms: 

craft@customer_S8710A> almenable –d n –s y 
6. Verify your changes: 

craft@customer_S8710A> almenable 
Incoming Call: enable 

Dial Out Alarm Origination: neither 

SNMP Alarm Origination: y 

Generating a test alarm: 
1. Execute the command to generate a test alarm: 

     craft@customer_S8710A> testinads 
Note: The application may need several minutes to reply. Reply from CommunicaMgr: Test message was sent to INADS, and the reply is CALL_A CK. 
2. Exit the system: 

    craft@customer_S8710A> exit 
Future Details that will be included:
· Setting up SALGW as an NMS destination for Session Manager

· Alarming configuration for Presence Services.

[root@hrcs-smgr /]# ls /opt/Avaya/SPIRIT


3.0.7


[root@hrcs-smgr /]#
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