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Notice

While reasonable efforts have been made to ensure that the
information in this document is complete and accurate at the time of
printing, Avaya assumes no liability for any errors. Avaya reserves the
right to make changes and corrections to the information in this
document without the obligation to notify any person or organization of
such changes.

Documentation disclaimer

“Documentation” means information published by Avaya in varying
mediums which may include product information, operating instructions
and performance specifications that Avaya generally makes available
to users of its products. Documentation does not include marketing
materials. Avaya shall not be responsible for any modifications,
additions, or deletions to the original published version of
documentation unless such modifications, additions, or deletions were
performed by Avaya. End User agrees to indemnify and hold harmless
Avaya, Avaya's agents, servants and employees against all claims,
lawsuits, demands and judgments arising out of, or in connection with,
subsequent modifications, additions or deletions to this documentation,
to the extent made by End User.

Link disclaimer

Avaya is not responsible for the contents or reliability of any linked
websites referenced within this site or documentation provided by
Avaya. Avaya is not responsible for the accuracy of any information,
statement or content provided on these sites and does not necessarily
endorse the products, services, or information described or offered
within them. Avaya does not guarantee that these links will work all the
time and has no control over the availability of the linked pages.

Warranty

Avaya provides a limited warranty on its hardware and Software
(“Product(s)”). Refer to your sales agreement to establish the terms of
the limited warranty. In addition, Avaya’s standard warranty language,
as well as information regarding support for this Product while under
warranty is available to Avaya customers and other parties through the
Avaya Support website: http://support.avaya.com. Please note that if
you acquired the Product(s) from an authorized Avaya reseller outside
of the United States and Canada, the warranty is provided to you by
said Avaya reseller and not by Avaya. “Software” means computer
programs in object code, provided by Avaya or an Avaya Channel
Partner, whether as stand-alone products or pre-installed on hardware
products, and any upgrades, updates, bug fixes, or modified versions
thereto.

Licenses

THE SOFTWARE LICENSE TERMS AVAILABLE ON THE AVAYA
WEBSITE, HTTP://SUPPORT.AVAYA.COM/LICENSEINFO/ ARE
APPLICABLE TO ANYONE WHO DOWNLOADS, USES AND/OR
INSTALLS AVAYA SOFTWARE, PURCHASED FROM AVAYA INC.,
ANY AVAYA AFFILIATE, OR AN AUTHORIZED AVAYA RESELLER
(AS APPLICABLE) UNDER A COMMERCIAL AGREEMENT WITH
AVAYA OR AN AUTHORIZED AVAYA RESELLER. UNLESS
OTHERWISE AGREED TO BY AVAYA IN WRITING, AVAYA DOES
NOT EXTEND THIS LICENSE IF THE SOFTWARE WAS OBTAINED
FROM ANYONE OTHER THAN AVAYA, AN AVAYA AFFILIATE OR AN
AVAYA AUTHORIZED RESELLER; AVAYA RESERVES THE RIGHT
TO TAKE LEGAL ACTION AGAINST YOU AND ANYONE ELSE
USING OR SELLING THE SOFTWARE WITHOUT A LICENSE. BY
INSTALLING, DOWNLOADING OR USING THE SOFTWARE, OR
AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF
YOURSELF AND THE ENTITY FOR WHOM YOU ARE INSTALLING,
DOWNLOADING OR USING THE SOFTWARE (HEREINAFTER
REFERRED TO INTERCHANGEABLY AS “YOU” AND “END USER”),
AGREE TO THESE TERMS AND CONDITIONS AND CREATE A
BINDING CONTRACT BETWEEN YOU AND AVAYA INC. OR THE
APPLICABLE AVAYA AFFILIATE ( “AVAYA”).

Avaya grants you a license within the scope of the license types
described below, with the exception of Heritage Nortel Software, for
which the scope of the license is detailed below. Where the order
documentation does not expressly identify a license type, the
applicable license will be a Designated System License. The applicable
number of licenses and units of capacity for which the license is granted
will be one (1), unless a different number of licenses or units of capacity
is specified in the documentation or other materials available to you.
“Designated Processor” means a single stand-alone computing device.
“Server” means a Designated Processor that hosts a software
application to be accessed by multiple users.

License types

CPU License (CP). End User may install and use each copy of the
Software on a number of Servers up to the number indicated in the
order provided that the performance capacity of the Server(s) does not
exceed the performance capacity specified for the Software. End User
may not re-install or operate the Software on Server(s) with a larger
performance capacity without Avaya’s prior consent and payment of an
upgrade fee.

Named User License (NU). You may: (i) install and use the Software
on a single Designated Processor or Server per authorized Named
User (defined below); or (ii) install and use the Software on a Server so
long as only authorized Named Users access and use the Software.
“Named User”, means a user or device that has been expressly
authorized by Avaya to access and use the Software. At Avaya’s sole
discretion, a “Named User” may be, without limitation, designated by
name, corporate function (e.g., webmaster or helpdesk), an e-mail or
voice mail account in the name of a person or corporate function, or a
directory entry in the administrative database utilized by the Software
that permits one user to interface with the Software.

Heritage Nortel Software

“Heritage Nortel Software” means the software that was acquired by
Avaya as part of its purchase of the Nortel Enterprise Solutions
Business in December 2009. The Heritage Nortel Software currently
available for license from Avaya is the software contained within the list
of Heritage Nortel Products located at http://support.avaya.com/
licenseinfo under the link “Heritage Nortel Products”. For Heritage
Nortel Software, Avaya grants Customer a license to use Heritage
Nortel Software provided hereunder solely to the extent of the
authorized activation or authorized usage level, solely for the purpose
specified in the Documentation, and solely as embedded in, for
execution on, or (in the event the applicable Documentation permits
installation on non-Avaya equipment) for communication with Avaya
equipment. Charges for Heritage Nortel Software may be based on
extent of activation or use authorized as specified in an order or invoice.

Copyright

Except where expressly stated otherwise, no use should be made of
materials on this site, the Documentation, Software, or hardware
provided by Avaya. All content on this site, the documentation and the
Product provided by Avaya including the selection, arrangement and
design of the content is owned either by Avaya or its licensors and is
protected by copyright and other intellectual property laws including the
sui generis rights relating to the protection of databases. You may not
modify, copy, reproduce, republish, upload, post, transmit or distribute
in any way any content, in whole or in part, including any code and
software unless expressly authorized by Avaya. Unauthorized
reproduction, transmission, dissemination, storage, and or use without
the express written consent of Avaya can be a criminal, as well as a
civil offense under the applicable law.

Third Party Components

“Third Party Components” mean certain software programs or portions
thereof included in the Software that may contain software (including
open source software) distributed under third party agreements (“Third
Party Components”), which contain terms regarding the rights to use
certain portions of the Software (“Third Party Terms”). Information
regarding distributed Linux OS source code (for those Products that
have distributed Linux OS source code) and identifying the copyright

2     Fault and Performance Management November, 2012
Comments? infodev@avaya.com

http://support.avaya.com
http://www.avaya.com/support/LicenseInfo
http://support.avaya.com/licenseinfo
http://support.avaya.com/licenseinfo
mailto:infodev@avaya.com?subject=Fault and Performance Management


holders of the Third Party Components and the Third Party Terms that
apply is available in the Documentation or on Avaya’s website at: http://
support.avaya.com/Copyright. You agree to the Third Party Terms for
any such Third Party Components.

Preventing Toll Fraud

“Toll Fraud” is the unauthorized use of your telecommunications system
by an unauthorized party (for example, a person who is not a corporate
employee, agent, subcontractor, or is not working on your company's
behalf). Be aware that there can be a risk of Toll Fraud associated with
your system and that, if Toll Fraud occurs, it can result in substantial
additional charges for your telecommunications services.

Avaya Toll Fraud Intervention

If you suspect that you are being victimized by Toll Fraud and you need
technical assistance or support, call Technical Service Center Toll
Fraud Intervention Hotline at +1-800-643-2353 for the United States
and Canada. For additional support telephone numbers, see the Avaya
Support website: http://support.avaya.com. Suspected security
vulnerabilities with Avaya products should be reported to Avaya by
sending mail to: securityalerts@avaya.com.

Trademarks

The trademarks, logos and service marks (“Marks”) displayed in this
site, the Documentation and Product(s) provided by Avaya are the
registered or unregistered Marks of Avaya, its affiliates, or other third
parties. Users are not permitted to use such Marks without prior written
consent from Avaya or such third party which may own the Mark.
Nothing contained in this site, the Documentation and Product(s)
should be construed as granting, by implication, estoppel, or otherwise,
any license or right in and to the Marks without the express written
permission of Avaya or the applicable third party.

Avaya is a registered trademark of Avaya Inc.

Avaya Aura is a registered trademark of Avaya Inc.

Avaya ACE is a registered trademark of Avaya Inc.

All non-Avaya trademarks are the property of their respective owners,
and “Linux” is a registered trademark of Linus Torvalds.

Downloading Documentation

For the most current versions of Documentation, see the Avaya
Support website: http://support.avaya.com.

Contact Avaya Support

See the Avaya Support website: http://support.avaya.com for product
notices and articles, or to report a problem with your Avaya product.
For a list of support telephone numbers and contact addresses, go to
the Avaya Support website: http://support.avaya.com, scroll to the
bottom of the page, and select Contact Avaya Support.
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Chapter 1: New in this release

Avaya Agile Communication Environment™Fault and Performance Management (NN10850–009) does
not introduce any new feature for release 6.2.
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New in this release
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Chapter 2: Introduction

The Avaya Agile Communication Environment™ Fault and Performance Management (NN10850-009)
describes how the fault and performance management system collects alarms and events that are
generated by Avaya ACE™. The fault management and performance systems consolidate, store, and
deliver this information to users through the web-based graphical user interface (GUI) and to external
interfaces for further processing.

The document also describes ways to monitor Avaya ACE™, and steps on how to troubleshoot different
Avaya ACE issues.

Documentation
This document is a part of the Avaya ACE documentation suite. Avaya ACE documents provide
information on Avaya ACE fundamentals and planning, ordering ACE software, as well as ACE
installation and administration. The documents also contain information on Avaya and third-
party system solution integration, Web service application programming interfaces (APIs),
security, fault and performance management, and troubleshooting. You can also find
information on core applications or APIs delivered with the base software like Message Drop
and Message Blast API.

Avaya ACE release 6.2 documents

Title Description Audience
Overview

Avaya Agile Communication
Environment™ Overview

Provides a high-level description of
ACE including solution architecture,
services and features, hardware,
software, as well as the packaged
applications that ACE supports.

Sales Engineers,
Solution
Architects,
Implementation
Engineers,
Support
Personnel

Avaya Agile Communication
Environment™ Documentation
Roadmap

Provides a list of documents in the
Avaya ACE documentation suite for
the release.

Sales Engineers,
Solution
Architects,
Implementation
Engineers,
Support
Personnel
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Title Description Audience
Installation, upgrades, migrations, and configurations

Avaya Agile Communication
Environment™ Planning and
Installation

Describes network planning when
integrating Avaya ACE with other
applications. The document also
contains information and step-by-
step procedures for installing and
upgrading Avaya ACE software
components.

Sales Engineers,
Solution
Architects,
Implementation
Engineers,
Support
Personnel

Avaya Agile Communication
Environment™ using VMware in
the Virtualized Environment
Deployment Guide
(NN10850-065)

Describes the procedures for
deploying the Avaya ACE vAppliance
on VMware.

Sales Engineers,
Solution
Architects,
Implementation
Engineers,
Support
Personnel

Maintenance and Troubleshooting

Avaya Agile Communication
Environment™ Troubleshooting

Contains troubleshooting information
and procedures for Avaya ACE.

Solution
Architects,
Implementation
Engineers,
Support
Personnel

Avaya Agile Communication
Environment™ Performance
and Fault Management

Describes how the fault and
performance management system
collects alarms and events that are
generated by Avaya ACE. The
document also describes how to
monitor Avaya ACE, as well as how to
troubleshoot different issues.

Solution
Architects,
Implementation
Engineers,
Support
Personnel

Administration and system programming

Avaya Agile Communication
Environment™ Service Provider
Administration

Provides information about the initial
configuration, administration, and
ongoing management of Avaya ACE
service providers. The Avaya ACE
host supports a web-based GUI that
allows administrators to perform all
tasks related to system
administration, configuration, fault
management, performance
management, and user
management.

Implementation
Engineers,
Support
Personnel

Avaya Agile Communication
Environment™Secure
Communication Fundamentals

Provides information on how
certificates are used for secure
communication. It also contains

Implementation
Engineers,

Introduction
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Title Description Audience
procedures that describe how to
manage certificates using OpenSSL,
IBM certificate management tools,
and Avaya Aura® System Manager.

Support
Personnel

Avaya Agile Communication
Environment™ User and
Security Administration

Provides information about the user
management on Avaya ACE. The
Avaya ACE host supports a web-
based GUI that allows administrators
to perform all tasks related to system
administration, configuration, fault
management, performance
management, and user
management.

Implementation
Engineers,
Support
Personnel

Avaya Agile Communication
Environment™ Message Drop
and Message Blast
Administration

Provides information about the
administration of Avaya ACE
Message Drop and Message Blast
service.

Implementation
Engineers,
Support
Personnel

Administering Avaya WebLM
(stand-alone)

Provides administration,
configuration, and troubleshooting
information for the web-based licence
manager (WebLM).

Implementation
Engineers,
Support
Personnel

Application developer

Avaya Agile Communication
Environment™ Web Services

Describes the web services
supported by Avaya ACE.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™ RESTful Web
Services

Describes the RESTful web services
supported by Avaya ACE.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™Foundation
Toolkit Overview

Provides a general overview of the
Avaya ACE Foundation Toolkit.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,

Documentation
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Title Description Audience
Application
developer

Avaya Agile Communication
Environment™ Foundation
Toolkit Developer's Guide

Describes the administration and
maintenance of the Foundation
Toolkit.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™ Sample Java SE
Application Guide

Describes the sample Java SE
application that is delivered with the
Foundation SDK.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™ Sample Web
Application Guide

Describes the sample web
application that is delivered with the
Foundation SDK.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™ Sample Basic
Java SE Application Guide

Describes the Basic Java SE sample
applications that are delivered with
the Foundation SDK.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Avaya Agile Communication
Environment™ Sample Web
Application Guide Addendum
Implicit Sequencing .

Describes how sample web
applications can be run in an implicit
sequencing scenario.

Solution
Architects,
Implementation
Engineers,
Support
Personnel,
Application
developer

Release Notes
The Avaya ACE release notes describe operational considerations for a specific release of
Avaya ACE. You can download this document from https://support.avaya.com. You must
review the release notes for the Avaya ACE release before you install or upgrade the Avaya

Introduction
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ACE software. In addition, use this document as a helpful reference for the ongoing support
and use of Avaya ACE.

Obtaining documents
You can obtain the Avaya ACE documentation for the current release as well as the previous
releases from:

• Avaya support web site at https://support.avaya.com. See Downloading ACE documents
from support site on page 13.

• the Avaya ACE GUI Help menu after a successful installation of the Avaya ACE
software.

Downloading ACE documents from support site
Use the following procedure to download ACE documents from the Avaya support site.

Procedure

1. On your web browser, enter the Avaya support site URL, https://
support.avaya.com.

2. Click Downloads & Documents.

3. Enter Avaya Agile Communication Environment in the Enter Your Product
Here field.

4. In the Choose Release drop down menu, select the release.

5. In the Select the content type section, select Documents and click Enter.

6. In the resultant page, do one of the following:

• Filter the documents displayed based on the type of document you require. To
filter, select the type of document you want from the list.

• Click Select All to display all the documents pertaining to the release.

7. From the documents displayed, click the document you want.

Avaya ACE professional services and support
Avaya ACE™ combines industry-leading consulting and design services with the right mix of
custom development and communications integration capabilities. Avaya ACE provides
communications solutions that meet business needs of an organization.

Downloading ACE documents from support site
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Avaya ACE can be used in :

• Consulting and solution design: Helps customers understand and design communications
solutions holistically, ensuring all elements of the solution are addressed and aligned.

• Solution development and customization: Ensures the unique requirements of an
enterprise are met.

• Solution integration and implementation: Ensures the solution is deployed and integrated
within the network and communications infrastructure and applications effectively to
achieve organizational and business goals.

• Project management and ongoing solution maintenance: Helps enterprises manage and
maintain their network and communications infrastructure.

• Business optimization: Ensures the deployed solution delivers maximum performance.

Avaya Global Services
Avaya Global Services delivers world-class support in three areas:

• Avaya Professional Services:

Avaya Professional Services consultants are technically proficient, possess strong
business acumen and have developed vertical industry specialization to help you address
the challenges of the current converged voice, video, and data communications
environments. At the same time, Avaya Professional Services actively help you look for
ways to optimize your communications environment to better enable your people,
increase your business agility, and lower your operation costs.

• Avaya Support Services:

Avaya Support Services are backed by global resources, including more than 5,800
industry-certified service desk and backbone engineers and 34 regional network
operations centers delivering 24x7 monitoring, diagnostics and problem resolution, as
well as support in 14 languages.

• Avaya Operations Services:

Avaya Operations Services are available for customers who want to outsource the
proactive management and monitoring of their communications infrastructure. These
services can be delivered by Avaya directly or private-labeled and co-delivered by Avaya
authorized partners.

Introduction
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Chapter 3: Fault management
fundamentals

The fault management system collects alarms and events generated by the Avaya Agile Communication
Environment™ (ACE). The fault management system consolidates, stores, and delivers this information
to users through theAvaya ACE™ GUI and to external interfaces for further processing.

Navigation

• Fault management overview on page 15
• Alarms overview on page 15
• Events overview on page 19

Fault management overview
Avaya Agile Communication Environment™ (ACE) generates alarms in response to fault
conditions that degrade or interrupt operation of Avaya ACE™ services. Alarms require that
you take action to correct the fault condition. After you or the system have corrected a fault,
Avaya ACE automatically clears the alarm condition.

Avaya ACE also provides an event-logging mechanism. The event-logging mechanism is a
standardized and centralized way to report relevant software and hardware events. The system
logs all alarms, and generates a second log message to record the new status once an alarm
clears.

You can view alarms and events through the following:

• the Avaya ACE GUI
• a third-party management console

Alarms overview
During operation, Avaya Agile Communication Environment™ components can encounter
faults. When faults occur, components generate and raise alarms. You can view them using
the Avaya ACE™ GUI active alarms feature.

When a component raises an alarm, the system adds the alarm to the list of active alarms. The
alarm remains on the active list until it is resolved. After the problem is resolved, the system

Fault and Performance Management November, 2012     15



clears the alarm and removes it from the list of active alarms. The alarm is then considered
inactive or historical and goes to the historical alarm list.

To simplify monitoring of alarms, you can clear alarms from the active alarms list to display
only the alarms that you want to look at. However, clearing an alarm from the active alarm list
does not resolve the problem that caused the alarm. If the alarm condition persists, the system
raises the alarm again until the problem causing the alarm is resolved.

You can also acknowledge alarms in the active alarms list to indicate to other operators looking
at the list that you have seen and are currently investigating these alarms.

Alarm life cycle
When an alarm is raised, it can pass through three states. See Figure 1: Alarm life cycle on
page 16 for more information.

Figure 1: Alarm life cycle

An alarm is in the unacknowledged state when raised; you can either acknowledge or clear
the alarm. Acknowledging an alarm means you are indicating to other operators that you have
seen and are currently investigating the alarm. Clearing an unacknowledged alarm means you
are removing the alarm from the active alarm list to display only the alarms that you want to
look at. However, clearing an alarm for this reason does not resolve the problem that caused

Fault management fundamentals
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the alarm. If the alarm condition continues, the system raises the alarm again until the problem
causing the alarm is resolved.

An acknowledged alarm can be cleared or unacknowledged. Clearing an acknowledged alarm
means that the problem causing the alarm is resolved. Unacknowledging an acknowledged
alarm means you are indicating to the other operators that you are no longer considering the
particular alarm.

Here are some things to remember about an alarm:

• A cleared alarm cannot be acknowledged or unacknowledged.

• An unacknowledged alarm cannot be unacknowledged. It can only be acknowledged or
cleared.

• An acknowledged alarm can still be acknowledged by another operator.

• If a series of acknowledging or unacknowledging of alarms is performed, the most recent
action is recorded as an alarm log.

Displaying alarm information
You can monitor alarms through the active alarms list. Select the alarm from the active alarms
list and the specific details about the alarm are displayed. These include the time and date the
alarm was raised, code, severity, source, probable cause, and description of the alarm.

Active Alarms banner
The Avaya ACE GUI displays an Active Alarms banner. The Active Alarms banner displays
real time counts of alarms with critical, major, and minor severities, and warnings. The alarm
counts represent the total of new, active, and acknowledged alarms. The alarm counts
dynamically update as alarms are raised or cleared.

The alarm banner makes use of labels and colors as indicators for alarm notification.

Table 1: Alarm labels on page 17 lists and describes the labels used to display alarm
severity.

Table 2: Color codes on page 18 lists colors used for alarm notification and provides the
meaning associated with each color.

Table 1: Alarm labels

Alarm label Label description
C The number of active alarms with critical severity.

M The number of active alarms with major severity.

m The number of active alarms with minor severity.

Alarms overview
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Alarm label Label description
W The number of active warning conditions.

Table 2: Color codes

Color Color signification
Red A critical or major alarm was raised or cleared .

Orange A minor alarm was raised or cleared.

Yellow A warning or an alert was raised or cleared.

Alarm severities
Associated with alarms is a severity level that indicates how serious the problem is to the
system. See Table 3: Alarm severities on page 18.

Table 3: Alarm severities

Severity Description
critical System cannot provide desired functionality. Immediate corrective

action is required to prevent further service disruptions such as a loss
of service, loss of bandwidth, outage, and loss of data or functionality.

major System is having difficulty providing desired functionality. Urgent
corrective action is required to prevent further service disruptions such
as a pending loss of service, outage, and loss of data or functionality.

minor System has a problem not yet affecting functionality. Corrective action
is required to prevent eventual service-affecting degeneration.

warning System has detected a potential or impending service-affecting
condition. Some diagnostic action is required.

Alarms recorded as log entries
Every alarm generates an associated log. You can view and download alarmlog.xml file using
the Logs Download feature on the Avaya ACE GUI. An alarmlog.xml file contains all the alarm
logs generated for a specified period of time. For more information, see Downloading log files
from the Avaya ACE GUI on page 75.

Fault management fundamentals
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Events overview
During operation, all activities that take place within Avaya Agile Communication Environment™

(ACE) are tracked and recorded. These are called events, which are either software or
hardware related. You can view them through the Avaya ACE™ GUI event browser feature,
which is the standardized and centralized way to report software and hardware related
events.

Currently, events are classified into four classes. These are Audit, Alarm, Configuration, and
Fault. Audit events refer to access and/or login activities within Avaya ACE. Alarm events are
recorded when an Avaya ACE component encounters an unexpected failure during an
operation. The Avaya ACE component raises a corresponding alarm. Corrective action is
required to prevent further service disruptions, if not to completely fix the problem. When the
problem that is causing the alarm is resolved, the alarm is cleared. Fault events are recorded
when an ACE component encounters an error and causes an operation to fail. Unlike alarms,
you do not need to clear faults. Configuration events are recorded when you change your
configuration in Avaya ACE.

Events overview

Fault and Performance Management November, 2012     19



Figure 2: Event processing

Displaying event information
You can view events using the Event Browser feature on the Avaya ACE GUI. You can refine
the search criteria to display only the events that you want to view. You can enter a correlation
ID to search for the events that are related to each other. You can also select an event type to
search for all events of the same type. To see the details for a specific event, select the event
from the list. The Event Details dialog box displays the details for the selected event. See 
Viewing events on page 26 for more information.
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Chapter 4: Monitoring faults

Use the procedures in this chapter to help you monitor and analyze faults using the Avaya Agile
Communication Environment™(ACE) GUI.

Prerequisites

• You have access to and use the Avaya ACE™ GUI to manage faults.
• You understand Fault management fundamentals on page 15.

Navigation

• Viewing active alarms on page 21
• Clearing active alarms on page 22
• Acknowledging alarms on page 23
• Unacknowledging alarms on page 23
• Configuring historical alarm cleanup on page 24
• Configuring audit event cleanup on page 25
• Viewing events on page 26

Viewing active alarms
You can view active alarms to monitor alarms as they occur on the system. The active alarms
list provides you with the information that you need to handle alarms adequately.

Before you begin

• Connection to the Avaya ACE™ host.
• An open Avaya ACE GUI session.

About this task
Procedure

1. Navigate to the Active Alarms window in one of the following ways:

• On the menu bar, click Fault > Active Alarms.

• On the menu bar, click Active Alarms in the Active Alarms banner.

The Active Alarms window appears and displays the Search Criteria dialog box.
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2. To view the active alarms, select a source from the System ID list and Component
ID list.

3. Click Query to display the active alarms retrieved from the selected source.
The Active Alarms window displays the active alarms retrieved from the selected
server or web service. If no alarms are retrieved from the source, no alarms are
displayed.

4. To view the specific details for a specific alarm, click the alarm you want details
about.
The Additional Information window displays detailed information about the selected
alarm.

Clearing active alarms
Clear active alarms to delete them from the active alarm list (AAL). Clear alarms from the AAL
to clean up the list and display only the alarms of interest to you. This makes monitoring
easier.

You can clear individual alarms or all the existing alarms displayed on the current page of the
Active Alarms window.

 Important:
Clearing an alarm from the active alarm list does not fix the problem that caused the alarm.
If the alarm condition continues, the system raises the alarm again until the problem causing
the alarm is resolved.

Before you begin
The Active Alarms window on the Avaya ACE GUI is open

Procedure

1. To clear alarms, do one of the following:

• Select the check box beside each alarm that you want to clear.

• Click All to select all the alarms.

2. Click Clear.

3. Click Refresh to refresh the display on the current page of the Active Alarms
window.

Monitoring faults
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Acknowledging alarms
Acknowledge alarms displayed in the active alarm list (AAL) to indicate to other operators
looking at the AAL that you have seen and are currently considering these particular alarms.

When you acknowledge alarms, the alarms remain in the active alarm list. Click on the alarm
to view further details about the alarm in the additional information window. From this window
you can view, along with other information, that the alarm is acknowledged. It also displays
your user name for every alarm that you acknowledge.

Before you begin
The Active Alarms window on the Avaya ACE™ GUI is open.

About this task
You can acknowledge a single alarm from the list or you can acknowledge all the active alarms
displayed on the current page of the Active Alarms window.

Procedure

1. Perform one of the following actions.

To acknowledge a single alarm. Select the check box beside the specific
alarm that you want to acknowledge.

To acknowledge multiple alarms. • Click Unacknowledged to select all
the unacknowledged alarms.

• Click All to select all the alarms.

2. Click Ack.
The acknowledged alarms are displayed in plain text.

3. Click Refresh to refresh the display on the current page of the Active Alarms
window.

Unacknowledging alarms
Unacknowledge alarms that you previously acknowledged in the active alarm list (AAL) to
indicate to other operators looking at the AAL that you are no longer considering these
particular alarms.

Acknowledging alarms
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When you unacknowledge an alarm, the alarm is displayed in bold text.

Before you begin
The Active Alarms window on the Avaya ACE™ GUI is open.

About this task
You can unacknowledge a single alarm from the list or you can unacknowledge all the active
alarms displayed on the current page of the Active Alarms window.

Procedure

1. Perform one of the following actions.

To unacknowledge a single alarm. Select the check box beside the specific
alarm that you want to
unacknowledge.

To unacknowledge multiple alarms. • Click Acknowledged to select all the
acknowledged alarms.

• Click All to select all the alarms.

2. Click UnAck.
The alarms are displayed in bold text.

3. Click Refresh to refresh the display on the current page of the Active Alarms
window.

Configuring historical alarm cleanup
You can configure the Avaya ACE™ server to automatically remove historical alarms from the
database using the Historical Alarm Cleanup Schedule, which enables you to set a specific
time and date for the cleanup and specify the frequency for the cleanup (daily, weekly, or
monthly).

Before you begin
An Avaya ACE GUI session is open.

About this task
The Count policy and the Time policy are used to configure the Avaya ACE server to clear
historical alarms from the database. When the cleanup policy value is set to Count, the Avaya
ACE server deletes the historical alarms from the database and keeps the number of historical
alarms specified in the Count Limit for Historical Alarms field; that is, the older alarms are
deleted first. When the cleanup policy value is set to Time, the ACE server deletes the historical
alarms that are older than the specified values in the Time Limit for Historical Alarms field
from the database.

Monitoring faults
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Procedure

1. On the menu bar, choose Configuration, and then Server.

2. In the Server window, click the Alarm tab.

3. In the Cleanup Time, set the time at which you want the cleanup schedule to occur.
Select the hour from the Hour list, and then the minute from the Minute list.

4. In the Recurrence Pattern, click the frequency for the cleanup schedule. If you click
Every Week, select a day in a week from the Recur Every Week on list. If you click
Every Month, select a date in a month from the Day list.

 Important:
If you click Every Month and the selected date from the Day list is not applicable
to the current month, the alarm cleanup schedule will not run.

5. In the Clean Alarm(s) By, click a cleanup policy. If you click COUNT, go to step
7.

6. In the Time Limit for Historical Alarms, enter a value in the box and select a time
unit from the list, and then go to step 8.

7. In the Count Limit for Historical Alarms box, enter the number of alarms that you
want to keep in the database.

8. Click Submit to save the configuration, or click Reset to rollback to the default
cleanup schedule values.

Configuring audit event cleanup
You can configure the Avaya ACE™ server to automatically remove audit events from the
database using the Audit Event Cleanup Schedule, which enables you to set a specific time
and date for the cleanup and specify the frequency for the cleanup (daily, weekly, or
monthly).

Before you begin
An Avaya ACE GUI session is open.

About this task
The Count policy and the Time policy are used to configure the Avaya ACE server to clean
up the audit events from the database. When the cleanup policy value is set to Count, the
Avaya ACE server deletes the audit events from the database and keeps the number of audit
events specified in the Count Limit for Audit Events field; that is, the older events are deleted
first. When the cleanup policy value is set to Time, the Avaya ACE server deletes the audit
events that are older than the specified values in the Time Limit for Audit Events field from
the database.

Configuring audit event cleanup
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Procedure

1. On the menu bar, choose Configuration, and then Server.

2. In the Server dialog box, click the Audit Event tab.

3. In the Cleanup Time, set the time at which you want the cleanup schedule to occur.
Select the hour from the Hour list, and then the minute from the Minute list.

4. In the Recurrence Pattern, click the frequency for the cleanup schedule. If you click
Every Week, select a day in a week from the Recur Every Week on list. If you click
Every Month, select a date in a month from the Day list.

 Important:
If you click Every Month and the selected date from the Day list is not applicable
to the current month, the audit event cleanup schedule will not run.

5. In the Clean Audit Event(s) By, click a cleanup policy. If you click COUNT, go to
step 7. Otherwise, continue with the following step.

6. In the Time Limit for Audit Events, enter a value in the box and select a time unit
from the list, and then go to step 8.

7. In the Count Limit for Audit Events box, enter the number of audit events that you
want to keep in the database.

8. Click Submit to save the configuration, or click Reset to rollback to the default
cleanup schedule values.

Viewing events
You can define the criteria to view the events and information related to them. Specify the range
for which you want to retrieve events. To refine your search and if applicable, select the
category and severity of event that you want to view.

Before you begin
An Avaya ACE GUI session is open.

Procedure

1. On the menu bar, choose Fault, and then Event Browser.

2. In the Search Criteria dialog box, click the Calendar icon in the Start Time field
and select a start date.

3. Click the Clock icon in the Start Time field and select a start time.

4. Click the Calendar icon in the End Time field and select an end date.
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5. Click the Clock icon in the End Time field and select an end time.

6. From the System ID list, select the Avaya ACE server from which you want to limit
the event query.

7. From the Source list, select an event source, if applicable

8. From the Category list, select an event category, if applicable.

9. From the Severity list, select a severity level, if applicable.

10. To display the list of events, click Query.
The list of events that match the search criteria displays. The total number of events
displays in the top left corner of the window. Scroll to the bottom-right, to view the
events page-wise.

11. To view details for a specific event, select the event from the list.
The Event Details dialog box displays the detailed information about the selected
event.

12. Click Reset to roll back to current search criteria values.

Viewing events
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Chapter 5: Monitoring Avaya ACE™

through a JMX interface

Java Management Extensions (JMX) is a Java technology that supplies tools for managing and monitoring
applications, system objects, devices, and service oriented networks. Those resources are represented
by objects called MBeans (Managed Bean). The information available through the Avaya ACE GUI can
also be viewed through a JMX interface such as JConsole or third party software such as HP OpenView
or IBM Tivoli. If you already use a third party JMX interface in your network, you can integrate Avaya Agile
Communication Environment™ (ACE) data into your current environment.

Navigation

• JMX architecture on page 29
• Avaya ACE MBean server address on page 30
• MBean categories for monitoring Avaya ACE on page 30
• Examples of Avaya ACE monitoring through JMX on page 31

JMX architecture
Figure 3: JMX architecture on page 30 shows the levels and components of the JMX
architecture. The Remote Management level enables remote applications to access the
MBeanServer. You specify the address of the MBean server in the monitoring application
providing the JMX console.

The Agent level acts as an intermediary between the MBean and the applications. The MBean
level contains the MBeans. To monitor a specific MBean, you specify the MBean object name
in the monitoring application providing the JMX console.
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Figure 3: JMX architecture

Avaya ACE™ MBean server address
The Avaya ACE MBean server address is the address you specify in your console interface to
monitor the Avaya ACE MBeans. The Avaya ACE MBean server address is:

service:jmx:rmi:///jndi/rmi://<ACE_host_IP>:9999/server

Variable Value
<ACE_host_IP> The IP address of the Avaya ACE host.

MBean categories for monitoring Avaya ACE™

Avaya ACE monitoring MBeans are grouped under the following categories:

• Performance

• Logging

• Configuration

- Service Configuration

- Service Provider Configuration

Monitoring Avaya ACE™ through a JMX interface
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MBean naming format

The following tables provide the MBean name formats for each MBean type and the possible
variable values.

Table 4: MBean type name format

MBean type Name format
Performance

appcore.oamp:type=Performance,managedObjectClass==<Serv
ice | System | 
Provuider>,managedObjectType=<object_name>,managedObjec
tName=<object_name>

Logging
appcore.oamp:type=LOG,managedObjectClass=<Service | 
System | 
Provider>,managedObjectType=<object_name>,managedObject
Name=<object_name>appcore.oamp:type=LOG,managedObjectCl
ass=System,managedObjectType=PROCESS,managedObjectName=
PROCESS

Service
configuration appcore.oamp:type=Configuration,group=<GROUP>,serviceNa

me=<SERVICE_NAME>

Service provider
configuration appcore.oamp:type=Configuration,group=ProviderConfig, 

providerName=<PROVIDER_NAME>

Examples of Avaya ACE™ monitoring through JMX
This section provides examples of the monitoring information available when specifying an
MBean in a JMX interface.

• Performance monitoring MBean attributes on page 31

• Performance monitoring logs on page 45

• Alarm Audit Log Service on page 46

Performance monitoring MBean attributes
The tables in this section summarize the performance monitoring attributes for the Avaya Agile
Communication Environment™ (ACE) Web services.

Examples of Avaya ACE™ monitoring through JMX
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Table 5: Performance monitoring attributes description (common across all Web services) on
page 32 describes the performance monitoring attributes that are commonly displayed
across all Web services, on the Avaya ACE™ GUI.

The following tables describe additional service-specific performance monitoring attributes.

• Table 6: Additional performance monitoring attributes for Call Forwarding (v1) web
service on page 33

• Table 7: Additional performance monitoring attributes for the Third Party Call Control (v2)
and the Third Party Call Extensions web services on page 34

• Table 9: Additional performance monitoring attributes for the Presence (v3) web
service on page 38

• Table 10: Additional Performance monitoring attributes of the Call Notification (v3.2) and
Call Notification (v3.8) web services on page 40

• #unique_32/unique_32_Connect_42_MultimediaMessagingPerformanceAttributes

Table 5: Performance monitoring attributes description (common across all Web
services)

Common
performance
monitoring
attributes

Description

Performance Metric
Collection Start Time

Specifies the time at which the performance metric collection starts
in the format yyyyMMdd-HH:mm, for example, 20080101-13:00.

Performance Metric
Collection Stop Time

Specifies the time at which the performance metric collection ends
in the format yyyyMMdd-HH:mm, for example, 20080101-13:00.

Number of Service
Requests

Specifies the total number of incoming service requests made to an
Avaya ACE web service during the performance metric collection
period.

Number of Successful
Responses

Specifies the number of incoming service requests made to an
Avaya ACE web service which were processed successfully during
the performance metric collection period.

Number of Failed
Responses

Specifies the number of incoming service requests made to an
Avaya ACE web service that failed during the performance metric
collection period.

Request success
Rate

Specifies the ratio of successful service request to the total number
of service request made to an Avaya ACE web service during the
performance metric collection period. The request success rate is
calculated by dividing the number of successful service requests by
the total number of service requests.

Average Response
Time (ms)

Specifies the average response time (in milliseconds) for an
incoming service request made to an Avaya ACE web service
during the performance metric collection period. The average
response time is calculated by dividing the cumulative response

Monitoring Avaya ACE™ through a JMX interface
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Common
performance
monitoring
attributes

Description

times for all requests by the number of completed (successful and
unsuccessful) requests.

Maximum Response
Time (ms)

Specifies the longest amount of time (in milliseconds) recorded for
an Avaya ACE web service to respond to an incoming service
request during the performance metric collection period.

Minimum Response
Time (ms)

Specifies the shortest amount of time (in milliseconds) recorded for
an Avaya ACE web service to respond to an incoming service
request during the performance metric collection period.

Total Response Time
(ms)

Specifies the cumulative response time (in milliseconds) recorded
for successful and unsuccessful service requests made to an Avaya
ACE web service during the performance metric collection period.

Table 6: Additional performance monitoring attributes for Call Forwarding (v1) web
service

Performance
monitoring attribute

Description

Number of Successful
Cancel Call Forward
Operations

Specifies the total number of successful
cancelCallForwarding operations of the Call Forwarding
(v1) web service during the performance metric collection period.

Number of failed
Cancel Call Forward
Operations

Specifies the total number of failed cancelCallForwarding
operations of the Call Forwarding (v1) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Get Call Forward
Operations

Specifies the total number of successful getCallForwarding
operations of the Call Forwarding (v1) web service during the
performance metric collection period.

Number of Failed Get
Call Forward
Operations

Specifies the total number of failed getCallForwarding
operations of the Call Forwarding (v1) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Set Call Forward
Operations

Specifies the total number of successful setCallForwarding
operations of the Call Forwarding (v1) web service during the
performance metric collection period.

Number of Failed Set
Call Forward
Operations

Specifies the total number of failed setCallForwarding
operations of the Call Forwarding (v1) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Examples of Avaya ACE™ monitoring through JMX
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Table 7: Additional performance monitoring attributes for the Third Party Call Control
(v2) and the Third Party Call Extensions web services

Performance
monitoring attribute

Description

Total Number of
Connected Calls

Specifies the cumulative number of connected calls (makeCall
requests successfully handled by Avaya ACE) during the
performance metric collection period.

Total Number of
Disconnected Calls

Specifies the cumulative number of disconnected calls recorded by
ACE during the performance metric collection period. Disconnected
call requests are received from the client applications or from the
calling/called party involved in the call.

Total Number of
Current Established
Calls

Specifies the number of established calls currently in the system.

Number of Successful
Make Call operations

Specifies the total number of successful makeCall operations of
the Third Party Call Control (v2) web service during the
performance metric collection period.

Number of Failed
Make Call operations

Specifies the total number of failed makeCall operations of the
Third Party Call Control (v2) web service during the performance
metric collection period. A failed operation indicates that an
exception was thrown in the operation.

Number of Successful
Get Call Information
Operations

Specifies the total number of successful
getCallInformation operations of the Third Party Call
Control (v2) web service during the performance metric collection
period.

Number of Failed Get
Call Information
Operations

Specifies the total number of failed getCallInformation
operations of the Third Party Call Control (v2) web service during
the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Number of Successful
Cancel Call Request
Operations

Specifies the total number of successful cancelCallRequest
operations of the Third Party Call Control (v2) web service during
the performance metric collection period.

Number of Failed
Cancel Call Request
Operations

Specifies the total number of failed cancelCallRequest
operations of the Third Party Call Control (v2) web service during
the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Number of Successful
End Call Operations

Specifies the total number of successful endCall operations of
the Third Party Call Control (v2) web service during the
performance metric collection period.

Number of Failed End
Call Operations

Specifies the total number of failed endCall operations of the
Third Party Call Control (v2) web service during the performance
metric collection period. A failed operation indicates that an
exception was thrown in the operation.

Monitoring Avaya ACE™ through a JMX interface

34     Fault and Performance Management November, 2012
Comments? infodev@avaya.com

mailto:infodev@avaya.com?subject=Fault and Performance Management


Performance
monitoring attribute

Description

Number of Successful
Answer Call
Operations

Specifies the total number of successful answerCall operations
of the Third Party Call Extensions web service during the
performance metric collection period.

Number of Failed
Answer Call
Operations

Specifies the total number of failed answerCall operations of the
Third Party Call Extensions web service during the performance
metric collection period.

Number of Successful
Redirect Call
Operations

Specifies the total number of successful redirectCall
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Failed
Redirect Call
Operations

Specifies the total number of failed redirectCall operations of
the Third Party Call Extensions web service during the performance
metric collection period.

Number of Successful
Hold Call Operations

Specifies the total number of successful holdCall operations of
the Third Party Call Extensions web service during the performance
metric collection period.

Number of Failed Hold
Call Operations

Specifies the total number of failed holdCall operations of the
Third Party Call Extensions web service during the performance
metric collection period.

Number of Successful
Retrieve Call
Operations

Specifies the total number of successful retrieveCall
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Failed
Retrieve Call
Operations

Specifies the total number of failed retrieveCall operations of
the Third Party Call Extensions web service during the performance
metric collection period.

Number of Successful
Single Step Transfer
Operations

Specifies the total number of successful
singleStepTransfer operations of the Third Party Call
Extensions web service during the performance metric collection
period.

Number of Failed
Single Step Transfer
Operations

Specifies the total number of failed singleStepTransfer
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Successful
Consultation Call
Operations

Specifies the total number of successful consultationCall
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Failed
Consultation Call
Operations

Specifies the total number of failed consultationCall
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Successful
Consultation
Complete Operations

Specifies the total number of successful
consultationComplete operations of the Third Party Call
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Performance
monitoring attribute

Description

Extensions web service during the performance metric collection
period.

Number of Failed
Consultation
Complete Operations

Specifies the total number of failed consultationComplete
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Successful
GenerateDTMF
Operations

Specifies the total number of successful generateDTMF
operations of the Third Party Call Extensions web service during
the performance metric collection period.

Number of Failed
GenerateDTMF
Operations

Specifies the total number of failed generateDTMF operations of
the Third Party Call Extensions web service during the performance
metric collection period.

Table 8: Additional performance monitoring attributes of the Third Party Call Control
(v3) web service

Performance
monitoring attribute

Description

Total Number of
Connected Calls

Specifies the cumulative number of connected calls ( makeCall
requests successfully handled by Avaya ACE) during the
performance metric collection period.

Total Number of
Disconnected Calls

Specifies the cumulative number of disconnected calls recorded by
Avaya ACE during the performance metric collection period.
Disconnected call requests are received from either client
applications or the calling/called party involved in the call.

Total Number of
Current Established
Calls

Specifies the number of established call currently in the system.

Number of Successful
Make Call Session
Operations

Specifies the total number of successful makeCallSession
operations of the Third Party Call Control (v3) web service during
the performance metric collection period.

Number of Failed
Make Call Session
Operations

Specifies the total number of failed makeCallSession
operations of the Third Party Call control (v3) web service during
the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Number of Successful
Add Call Participant
Operations

Specifies the total number of successful
addCallParticipant operations of the Third Party Call
Control (v3) web service during the performance metric collection
period.

Number of Failed Add
Call Participant
Operations

Specifies the total number of failed addCallParticipant
operations of the Third Party Call control (v3) web service during
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Performance
monitoring attribute

Description

the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Number of Successful
Transfer Call
Participant
Operations

Specifies the total number of successful
transferCallParticipant operations of the Third Party
Call Control (v3) web service during the performance metric
collection period.

Number of Failed
Transfer Call
Participant
Operations

Specifies the total number of failed
transferCallParticipant operations of the Third Party
Call control (v3) web service during the performance metric
collection period. A failed operation indicates that an exception was
thrown in the operation.

Number of Successful
Delete Call Participant
Operations

Specifies the total number of successful
deleteCallParticipant operations of the Third Party Call
Control (v3) web service during the performance metric collection
period.

Number of Failed
Delete Call Participant
Operations

Specifies the total number of failed deleteCallParticipant
operations of the Third Party Call control (v3) web service during
the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Number of Successful
Get Call Participant
Information
Operations

Specifies the total number of successful
getCallParticipantInformation operations of the Third
Party Call Control (v3) web service during the performance metric
collection period.

Number of Failed Get
Call Participant
Information
Operations

Specifies the total number of failed
getCallParticipantInformation operations of the Third
Party Call control (v3) web service during the performance metric
collection period. A failed operation indicates that an exception was
thrown in the operation.

Number of Successful
Get Call Session
Information
Operations

Specifies the total number of successful
getCallSessionInformation operations of the Third Party
Call Control (v3) web service during the performance metric
collection period.

Number of Failed Get
Call Session
Information
Operations

Specifies the total number of failed
getCallSessionInformation operations of the Third Party
Call control (v3) web service during the performance metric
collection period. A failed operation indicates that an exception was
thrown in the operation.

Number of Successful
End Call Session
Operations

Specifies the total number of successful endCallSession
operations of the Third Party Call Control (v3) web service during
the performance metric collection period.

Examples of Avaya ACE™ monitoring through JMX
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Performance
monitoring attribute

Description

Number of Failed End
Call Session
Operations

Specifies the total number of failed endCallSession operations
of the Third Party Call control (v3) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Table 9: Additional performance monitoring attributes for the Presence (v3) web service

Performance
monitoring
attributes

Description

Number of
Subscriptions

Specifies the total number of subscriptions made to the Presence
web service during the performance metric collection period.

Number of Successful
Notifications

Specifies the number of notifications sent by the Presence web
service to the application.

Number of Failed
Notifications

Specifies the number of notifications sent by the Presence web
service that failed during the performance metric collection
period.

Number of Start
Notification Requests

Specifies the number of startPresenceNotification
requests (successful and failed) made to the Presence web service
during the performance metric collection period.

Number of End
Notification Requests

Specifies the number of endPresenceNotification
requests (successful and failed) made to the Presence web service
during the performance metric collection period.

Number of Successful
Subscribe Presence
Operations

Specifies the total number of successful subscribePresence
operations of the Presence (v3) web service during the
performance metric collection period.

Number of Failed
Subscribe Presence
Operations

Specifies the total number of failed subscribePresence
operations of the Presence (v3) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Get User Presence
Operations

Specifies the total number of successful getUserPresence
operations of the Presence (v3) web service during the
performance metric collection period.

Number of Failed Get
User Presence
Operations

Specifies the total number of failed getUserPresence
operations of the Presence (v3) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Start Presence
Notification
Operations

Specifies the total number of successful
startPresenceNotification operations of the Presence
(v3) web service during the performance metric collection period.
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Performance
monitoring
attributes

Description

Number of Failed
Start Presence
Notification
Operations

Specifies the total number of failed
startPresenceNotification operations of the Presence
(v3) web service during the performance metric collection period. A
failed operation indicates that an exception was thrown in the
operation.

Number of Successful
End Presence
Notification
Operations

Specifies the total number of successful
endPresenceNotification operations of the Presence (v3)
web service during the performance metric collection period.

Number of Failed End
Presence Notification
Operations

Specifies the total number of failed
endPresenceNotification operations of the Presence (v3)
web service during the performance metric collection period. A
failed operation indicates that an exception was thrown in the
operation.

Number of Successful
Get Open
Subscription
Operations

Specifies the total number of successful
getOpenSubscription operations of the Presence (v3) web
service during the performance metric collection period.

Number of Failed Get
Open Subscription
Operations

Specifies the total number of failed getOpenSubscription
operations of the Presence (v3) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Update Subscription
Authorization
Operations

Specifies the total number of successful
updateSubscriptionAuthorization operations of the
Presence (v3) web service during the performance metric collection
period.

Number of failed
Update Subscription
Authorization
Operations

Specifies the total number of failed
updateSubscriptionAuthorization operations of the
Presence (v3) web service during the performance metric collection
period. A failed operation indicates that an exception was thrown in
the operation.

Number of Successful
Block Subscription
Operations

Specifies the total number of successful blockSubscription
operations of the Presence (v3) web service during the
performance metric collection period.

Number of Failed
Block Subscription
Operations

Specifies the total number of failed blockSubscription
operations of the Presence (v3) web service during the
performance metric collection period. A failed operation indicates
that an exception was thrown in the operation.

Number of Successful
Get My Watchers
Operations

Specifies the total number of successful getMyWatchers
operations of the Presence (v3) web service during the
performance metric collection period.
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Performance
monitoring
attributes

Description

Number of Failed Get
My Watchers
Operations

Specifies the total number of failed getMyWatchers operations
of the Presence (v3) web service during the performance metric
collection period. A failed operation indicates that an exception was
thrown in the operation.

Number of Successful
Publish Operations

Specifies the total number of successful publish operations of
the Presence (v3) web service during the performance metric
collection period.

Number of Failed
Publish Operations

Specifies the total number of failed publish operations of the
Presence (v3) web service during the performance metric collection
period. A failed operation indicates that an exception was thrown in
the operation.

Number of Set
Presence to Device

Specifies the number of times that presence has been set to a
device by the Presence web service during the performance metric
collection period.

Number of Calls to
Publish Presence

Specifies the number of times that the Publish Presence interface
in the Presence web service has been called during the
performance metric collection period.

Number of Watchers
Found

Specifies the number of times watchers have been found in the
watcher list of the Presence web service during the performance
metric collection period.

Number of Blocked
Subscriptions

Specifies the number of subscriptions blocked in the Presence web
service during the performance metric collection period.

Number of Updated
Authorizations

Specifies the number of authorizations updated in the Presence
web service during the performance metric collection period.

Table 10: Additional Performance monitoring attributes of the Call Notification (v3.2)
and Call Notification (v3.8) web services

Performance
monitoring attributes

Description

Number of Successful
Notifications

Specifies the number of successful notifications sent by the Call
Notification (v3.2/v3.8) web service to a client application.

Number of Failed
Notifications

Specifies the number of failed notifications sent by the Call
Notification (v3.2/v3.8) web service to a client application.

Number of Discarded
Requests

Specifies the number of incoming Call Notification requests made
to an Avaya ACE web service which were discarded during the
performance metric collection period.

Number of Successful
Start Call Notification
Operations

Specifies the total number of successful
startCallNotification operations of the Call Notification
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Performance
monitoring attributes

Description

(v3.2/v3.8) web service during the performance metric collection
period.

Number of Failed Start
Call Notification
Operations

Specifies the total number of failed
startCallNotification operations of the Call Notification
(v3.2/v3.8) web service during the performance metric collection
period. A failed operation indicates that an exception was thrown
in the operation.

Number of Successful
Stop Call Notification
Operations

Specifies the total number of successful
stopCallNotification operations of the Call Notification
(v3.2/v3.8) web service during the performance metric collection
period.

Number of Failed Stop
Call Notification
Operations

Specifies the total number of failed stopCallNotification
operations of the Call Notification (v3.2/v3.8) web service during
the performance metric collection period. A failed operation
indicates that an exception was thrown in the operation.

Service provider performance monitoring attributes

The table summarizes the performance monitoring attributes for each service provider.

The table lists the attributes of the service providers.

Table 11: Service provider performance monitoring attributes description

Attribute Description
Start Time Specifies the time at which the performance metric collection starts

in the format yyyyMMdd-HH:mm, for example, 20080101-13:00.

End Time Specifies the time at which the performance metric collection ends
in the format yyyyMMdd-HH:mm, for example, 20080101-13:00.

Number of Active
notifications

Specifies the number of Avaya ACE-enabled users on the server
who are active during the performance metric collection period.

Number of Active
Mobile notifications

Specifies the number of Avaya ACE-enabled users on the server
who are actively logged in to a mobile device active during the
performance metric collection period.

Number of Away
notifications

Specifies the number of Avaya ACE-enabled users on the server
with Away presence status during the performance metric collection
period.

Number of Do Not
Disturb notifications

Specifies the number of Avaya ACE-enabled users on the server
with Do Not Disturb presence status during the performance metric
collection period.
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Attribute Description
Number of Don't Care
notifications

Specifies the total number of Avaya ACE-enabled users on the
server with Ignore presence status during the performance metric
collection period.

Number of In Meeting
notifications

Specifies the number of Avaya ACE-enabled users on the server
with In Meeting presence status during the performance metric
collection period.

Number of Mobile
notifications

Specifies the total number of Mobile notification during the
performance metric collection period.

Number of Not Using
notifications

Specifies the total number Avaya ACE-enabled users on the server
of Not Using notification during the performance metric collection
period.

Number of Offline
notifications

Specifies the total number of Avaya ACE-enabled users on the
server who are logged in to an active mobile device during the
performance metric collection period.

Number of Unknown
notifications

Specifies the number of -enabled users on the server with Unknown
presence status during the performance metric collection period.
The user is either logged in or logged out to a device that is
connected to a system from which the ACE server cannot retrieve
presence information.

Number of Unknown
User notifications

Specifies the number of Avaya ACE-enabled users on the server
with Unknown notifications during the performance metric
collection period.

Number of Address
Activated Events

Specifies the total number of instances where the address provided
is activated during the performance metric collection period.

Number of Address
Activated On Terminal
Events

Specifies the total number of addresses activated through a mobile
device during the performance metric collection period.

Number of Address
Added To Terminal
Events

Specifies the total number of events where addresses are added
to the terminal location during the performance metric collection
period.

Number of Address
Removed From
Terminal Events

Specifies the total number of events where addresses are removed
from the terminal location during the performance metric collection
period.

Number of Address
Restricted Events

Specifies the total number of restricted addresses which attempted
to connect to the provider during the performance metric collection
period.

Number of Address
Out Of Service Events

Specifies the total number of events where the addresses are out
of service during the performance metric collection period.

Number of Address In
Service Events

Specifies the total number events wherein the addresses are in
service during the performance metric collection period.
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Attribute Description
Number of Call
Control Address
Forward Events

Specifies the total number of events where the call was forwarded
to another address during the performance metric collection
period.

Number of Call Active
Events

Specifies the total number of events where calls are in place during
the performance metric collection period.

Number of Call Invalid
Events

Specifies the total number of events where calls are invalid during
the performance metric collection period.

Number of Call
Observation Ended
Events

Specifies the total number of events wherein a notification is
received by the caller that the devices are currently in a call during
the performance metric collection period.

Number of
Connection Created
Events

Specifies the total number of events wherein connections are
created during the performance metric collection period.

Number of
Connection In
Progress Events

Specifies the total number of Connection Is In Progress events
during the performance metric collection period.

Number of
Connection
Connected Events

Specifies the total number of events where connections are
successfully connected during the performance metric collection
period.

Number of
Connection Alerting
Events

Specifies the total number of events which alerts the connection
during the performance metric collection period.

Number of
Connection
Disconnected Events

Specifies the total number of events where connections are
disconnected during the performance metric collection period.

Number of Terminal
Connection Created
Events

Specifies the total number of connections created using a mobile
device during the performance metric collection period.

Number of Terminal
Connection Ringing
Events

Specifies the total number of terminal connection with an incoming
call during the performance metric collection period.

Number of Terminal
Connection Dropped
Events

Specifies the total number of disconnected terminal events during
the performance metric collection period.

Table 12: Service provider performance monitoring attributes legend

Legend
1 - Sametime
2 - CCM JTAPI
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Table 13: Service provider performance monitoring attributes

Attribute Service
Provider

1 2
Start Time * *

End Time * *

Number of Active notifications *

Number of Active Mobile notifications *

Number of Away notifications *

Number of Do Not Disturb notifications *

Number of Don't Care notifications *

Number of In Meeting notifications *

Number of Mobile notifications *

Number of Not Using notifications *

Number of Offline notifications *

Number of Unknown notifications *

Number of Unknown User notifications *

Number of Address Activated Events *

Number of Address Activated On Terminal Events *

Number of Address Added To Terminal Events *

Number of Address Removed From Terminal Events *

Number of Address Restricted Events *

Number of Address Out Of Service Events *

Number of Address In Service Events *

Number of Call Control Address Forward Events *

Number of Call Active Events *

Number of Call Invalid Events *

Number of Call Observation Ended Events *

Number of Connection Created Events *

Number of Connection In Progress Events *

Number of Connection Connected Events *

Number of Connection Alerting Events *
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Attribute Service
Provider

1 2
Number of Connection Disconnected Events *

Number of Terminal Connection Created Events *

Number of Terminal Connection Ringing Events *

Number of Terminal Connection Dropped Events *

Performance monitoring logs

The performance log for each Avaya ACE™ service can be specified using the object name
format:
appcore.oamp:type=Configuration,group=PMLog,serviceName=<SERVICE_NAM
E>
See Table 14: Performance log attributes on page 45.

Table 14: Performance log attributes

Attribute Description
Level Specify if logging is enabled.

MaxBackupIndex Specify the number of log files to maintain.

MaxFileSize Specify the maximum log file size.

Note that all logs can be monitored using the object name:
appcore.oamp:type=LoggerManager
The following is an example of a Performance Monitoring log.
<System>
    <SystemId>unknown</SystemId>
    <Entity>
        <EntityId>raptor</EntityId>
        <SubEntity Type="GroupInfo">
            <SubEntityId>SMS</SubEntityId>
            <SubEntitySuppId1>ClusterOne.NodeOne.AppserverOne</SubEntitySuppId1>
            <GroupOfValues MeasurementKind="PeriodBased" 
IntervalDuration="PT300000M">
                <CaptureTime>2008-05-14T09:55:00.000-04:00</CaptureTime>
                <GroupValue>
                    <MeasureId>numberOfDiscardedRequests</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>numberOfFaultResponses</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>numberOfServiceRequests</MeasureId>
                    <Value>0</Value>

Examples of Avaya ACE™ monitoring through JMX

Fault and Performance Management November, 2012     45



                </GroupValue>
                <GroupValue>
                    <MeasureId>numberOfSuccessResponses</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>requestCompletionRate</MeasureId>
                    <Value>0.0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>responseTimeMaximum</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>responseTimeMinimum</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>responseTimeAverage</MeasureId>
                    <Value>0.0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>responseTimeTotal</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>numberOfNotifications</MeasureId>
                    <Value>0</Value>
                </GroupValue>
                <GroupValue>
                    <MeasureId>numberOfSubscriptions</MeasureId>
                    <Value>0</Value>
                </GroupValue>
            </GroupOfValues>
        </SubEntity>
    </Entity>
</System>
        

Alarm Audit Log Service

The Alarm Audit Log service is specified using the object name appcore.oamp:type=Alarm
Audit Log Service
The Alarm Audit Log Service attributes are based on the alarm record format as shown in the
following example.
<?xml version="1.0" encoding="UTF-8" standalone="yes" ?>
<alarms xmlns:xsi="http://www.w3.org/2000/10/XMLSchema-instance"
    xsi:noNamespaceSchemaLocation="alarmlog.xsd" Measurement
    Category="ALARM">
<xs:sequence>
<xs:element ref="alarmId" minOccurs="1"/>
<xs:element ref="alarmCode" minOccurs="1"/>
<xs:element ref="alarmText" minOccurs="0"/>
<xs:element ref="alarmType" minOccurs="0"/>
<xs:element ref="severity" minOccurs="1"/>
<xs:element ref="systemId" minOccurs="0"/>
<xs:element ref="componentId" minOccurs="0"/>
<xs:element ref="raisedTime" minOccurs="1"/>
<xs:element ref="componentType" minOccurs="0"/>
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<xs:element ref="probableCause" minOccurs="0"/>
<xs:element ref="helpTag" minOccurs="0"/>
<xs:element ref="clearTime" minOccurs="0"/>
<xs:element ref="clearReason" minOccurs="0"/>
<xs:element ref="manualClearTime" minOccurs="0"/>
<xs:element ref="manualClearUseriD" minOccurs="0"/>
<xs:element ref="ackState" minOccurs="0"/>
<xs:element ref="ackTime" minOccurs="0"/>
<xs:element ref="ackUserId" minOccurs="0"/>
<xs:element ref="comments" minOccurs="0"/>
</xs:sequence>
-
<xs:attribute name="isClear" type="xs:boolean" use="required">

MBean attributes for setting logger level
You can configure the log levels on Avaya Agile Communication Environment™ (ACE) to enable
debugging at a package level. This allows you to investigate faults and debug problems with
ease, since the log file contains log statements to the level of packages being investigated.
The default logger is that of the top level package com.avaya.appcore with the default
logger level set to INFO. The loggers can be managed from any JMX compliant tool.

The following attributes added to the LoggerManager MBean allow you to view or filter
loggers.

 Important:
The loggers have the same name as that of the packages being logged.

Table 15: LoggerManager MBean attributes

LoggerManager MBean
attributes

Description

Loggers List of loggers available with the logger manager on the
active Avaya ACE™ system.

LoggerFilter String to filter the logger list

Table 16: LoggerManager MBean on page 47 shows the operations of the LoggerManager
MBean. Use these operations to view or set logging levels.

Table 16: LoggerManager MBean

LoggerManager MBean operations Description
getLoggerLevel Retrieves logging level of the specified

logger.

getParentLoggerName Retrieves name of parent logger

setLoggerLevel Sets level of the logger to the specified level
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Examples of managing ACE logger levels using JMX
About this task
The following examples describe how to manage Avaya Agile Communication Environment™

(ACE) logger levels and view/filter the loggers using the JConsole JMX interface.

• Setting the logger level using the JConsole JMX interface on page 48
• Viewing and filtering loggers using the JConsole JMX interface on page 49

Setting the logger level using the JConsole JMX interface
Use the following procedure to set the logger levels for Avaya ACE™ packages using the
JConsole JMX interface. The log files will print the log statements for all classes from that
package based on the selected log level.

Before you begin

• The environment PATH variable is set to $JAVA_HOME/bin.

• You are logged on to JConsole as administrator, using the following Avaya ACE MBean
server address:

service:jmx:rmi:///jndi/rmi://<ACE_IP_address>:9999/server
• An instance of JConsole is open.

About this task

 Warning:
After you finish viewing the loggers and debugging, ensure that you explicitly set the log
level of com.avaya.appcore to the default level of INFO using JConsole. This is to ensure
that all child loggers and debug traces are removed, that will otherwise clog the log files.

Procedure

1. On the JConsole interface, select the Operations tab.

2. Enter values for the fields LoggerName (same as package name) and levelName
(logger level to set).

 Important:
The valid logger levels are ‘TRACE’ ‘DEBUG’,’INFO’, ‘WARN’, ‘ERROR’, ‘FATAL’
in that order.

3. Click on setLoggerLevel.
The specified logger is set to the appropriate level.
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4. To verify the logger level, enter the same package name in the field provided and
click getLoggerLevel.

Viewing and filtering loggers using the JConsole JMX interface
Use the following procedure to view the loggers for Avaya ACE™ packages using the JConsole
JMX interface. You can also filter the loggers based on the package name.

Before you begin

• The environment PATH variable is set to $JAVA_HOME/bin
.

• You are logged on to the JConsole as administrator, with the following ACE MBean server
address: service:jmx:rmi:///jndi/rmi://<ACE_IP_address>:9999/
server

• An instance of JConsole is open.

About this task

 Warning:
After you finish viewing the loggers and debugging, ensure that you explicitly set the log
level of com.avaya.appcore to the default level of INFO using JConsole. This is to ensure
that all child loggers and debug traces are removed, that will otherwise clog the log files.

Procedure

1. On the JConsole window, select the MBeans tab.

2. On the left hand side tree view, expand the appcore.oamp node in the tree, and
select theLoggerManager MBean.

3. On the right hand side tree view, click the attributes tab.

4. Double click the value of the Loggers attribute – java.lang.String[nnn].
The loggers are displayed. The loggers have the same name as that of the
packages.

 Important:
If a logger for a particular package does not exist, you can automatically create
one, using the setLoggerLevel MBean operation.

5. Optionally, to apply filters to loggers (to view specific loggers), select the
LoggerFilter attribute, enter the package name in the value column and click
Refresh.
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The filtered logger list is displayed.
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Chapter 6: SNMP for Linux

This section contains information about Simple Network Management Protocol (SNMP) for the Linux
operating system.

SNMP fundamentals
Simple Network Management Protocol (SNMP) is used in network management systems to
monitor network-attached devices for conditions that require administrative attention. SNMP
exposes management data in the form of variables on the managed systems, which describe
the system configuration. These variables can then be queried (and sometimes set) by
managing applications. You can monitor the Avaya Agile Communication Environment™ (ACE)
SNMP by configuring and enabling SNMP monitoring in the Avaya ACE™ cluster.

Avaya ACE and SNMP for Linux
Avaya ACE supports the following versions of SNMP:

• SNMPv1

• SNMPv2c

Avaya ACE supports the SNMP monitoring of the following:

• cluster status

• storage

• processes

• memory

• system load

Management Information Base (MIB) is a collection of hierarchically organized information. It
defines what specific data can be collected from a particular managed device. Table 17: ACE-
supported MIBs on page 52 shows the MIBs that Avaya ACE supports.
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Table 17: ACE-supported MIBs

MIB Description
RFC1213-MIB Defines the objects used to monitor network management

protocols in TCP/IP-based internet.

HOST-RESOURCES-MIB Defines the objects used to monitor managed host systems.

UCD-SNMP-MIB Enables managers to easily examine portions of the MIB and
to customize complex monitoring requirements.

DISMAN-EVENT-MIB Defines the event triggers and actions for network
management purposes.

Avaya ACE can be monitored through SNMP using two options:

• through the DISMAN-EVENT-MIB module

It monitors MIB objects on a local or remote system to generate a trap based on a triggered
condition. It also configures where the traps should be sent. Avaya ACE servers have
SNMP agents. The SNMP manager needs to know the IP address of each SNMP agent.
A trap is used by the SNMP agents to report certain events to the SNMP manager. The
information in this module is about using this type of monitoring option, either in a high
availability (HA) or a non-HA configuration.

• through the Polling MIB module.

Through Polling MIB module, the SNMP manager analyzes the network devices, gathers
and requests information from them.

SNMP monitoring options on Avaya ACE are controlled by the configuration file called
snmpd.conf. This file is located at /etc/snmp and should not be moved to other location.
You must be the root user ID on the Avaya ACE host in order to customize this file. The
snmpd.conf file specifies community names and associated access privileges and views,
hosts for trap notifications, logging attributes, and snmpd-specific parameter configurations.
Avaya ACE provides a default configuration file which you can customize. See Recommended
MIB objects for monitoring network conditions on page 60 .

Figure 4: SNMP agent architecture on page 53 illustrates the relationship among Avaya ACE,
Red Hat Linux, and SNMP.
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Figure 4: SNMP agent architecture

SNMP administration
This module provides information to help you configure, enable, and disable SNMP monitoring
in Avaya Agile Communication Environment™ (ACE) deployed in a Linux environment. The
information is intended for system or group administrators managing Avaya ACE™ clusters.

Prerequisites
The following Red Hat Linux packages must be installed:

• net-snmp
Use yum to install the above packages. The following rpms are installed:
net-snmp-5.3.2.2-9.el5_5.1.x86_64.rpm 
net-snmp-libs-5.3.2.2-9.el5_5.1.x86_64.rpm 
cman-2.0.115-34.el5_5.3.x86_64.rpm 
lm_sensors-2.10.7-9.el5.x86_64.rpm 
modcluster-0.12.1-2.el5.x86_64.rpm 
oddjob-0.27-9.el5.x86_64.rpm 
oddjob-libs-0.27-9.el5.x86_64.rpm 
openais-0.80.6-16.el5_5.7.x86_64.rpm 
perl-Net-Telnet-3.03-5.noarch.rpm 
perl-XML-LibXML-1.58-6.x86_64.rpm 
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perl-XML-LibXML-Common-0.13-8.2.2.x86_64.rpm 
perl-XML-NamespaceSupport-1.09-1.2.1.noarch.rpm 
perl-XML-SAX-0.14-8.noarch.rpm pexpect-2.3-3.el5.noarch.rpm

For more information, see www.access.redhat.com

Navigation

• Configuring SNMP monitoring on page 54
• Enabling SNMP monitoring on page 58
• Disabling SNMP monitoring on page 59

Configuring SNMP monitoring
By default, the agent responds to the public community for read-only access. Use this
procedure to configure the agent so that you can change the community names and gain write
access to the MIB tree as well.

Before you begin
Ensure that:

• You are familiar with the SNMP protocol. For more information, go to http://www.net-
snmp.org.

• You are familiar with the Avaya ACE cluster. See Avaya Agile Communication
Environment™ Planning and Installation (NN10850-004).

• You know your host name, which is the name or the IP address of the server you want
the SNMP manager to send data to.

• You can log in as the root user on the Avaya ACE host.

Procedure

1. Log in to the Avaya ACE host using the root user ID.

2. Open the snmpd.conf file to configure the Avaya ACE cluster SNMP. Enter:
vi /etc/snmp/snmpd.conf

3. Add the following lines to the file to map the community name public to the
security name.

# sec.name source community

com2sec admin default public

4. Add the following lines to the file to map the security name admin to the group
name AdminGroup .

# groupName securityModel securityName
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group AdminGroup v1 admin

group AdminGroup v2c admin

5. Add the following lines to the file to create views for accessing the MIB values.
#        name               incl/excl     
subtree                                        mask (optional)
view    systemview        included        .1.3.6.1.2.1.1
view    systemview        included        .1.3.6.1.1.25
view    systemview        included        .1.3.6.1.2.1.88
view    systemview        included        .1.3.6.1.4.1.2021

6. Add the following lines to the file to identify the trap receiver:
# Define trap community name.
trapcommunity public

# SNMP V1 trap receiving host.
trapsink <hostname>

# SNMP V2 trap receiving host. 
trap2sink <hostname>

# SNMP Notification receiving host.
informsink <hostname>

7. Add the following lines to the file to set the attributes to be monitored.
#Storage monitoring
disk /var/avaya/ace/log 20%
disk /opt/IBM 20%
disk /var 20%
monitor -u internal -r 60 -o dskPath -o dskDevice -o dskUsed
"Disk path not enough free space" dskErrorFlag == 1

#Running programs/daemons monitoring
sh mysqld /opt/avaya/ace/bin/checkDB.sh
sh WAS /opt/avaya/ace/bin/checkWAS.sh
sh ClusterStatus /opt/avaya/ace/bin/checkHAstatus.sh
monitor -u internal -r 60 -o extNames -o extOutput "Process
Monitoring" extResult != 0

#Swap Memory monitoring
swap <value>
monitor -u internal -r 60 -o memTotalSwap -o memAvailSwap -o
memShared -o memBuffe -o memCached -o memSwapError -o
memTotalReal -o memAvailReal -o memTotalFre -o memMinimumSwap -o
memSwapErrorMsg "Very little swap space left" memSwapError == 1

 Important:
The <value> is 10% of the actual size value which can be determined using the
command grep SwapTotal /proc/meminfo.

#System Load monitoring
load MAX5
monitor -u internal -r 60 -o laLoad -o laConfig -o laLoadInt -o
laLoadFloat -o laErrorFlag -o laErrMessage "Load averages rises
above this value" laErrorFlag == 1
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8. Add the following lines to the file to grant the group access to the systemview/
systemviewedit view .
#        group        context sec.model sec.level prefix read     write        
notif    Access AdminGroup ""    any noauth    exact    systeview    
systemviewedit    none

9. Check if the SNMP daemon is running. Enter
service snmpd status

10. Do one of the following:

• If the SNMP daemon is not running, enable the daemon. See Enabling SNMP
monitoring on page 58.

• If the SNMP daemon is running, disable the daemon. See Disabling SNMP
monitoring on page 59.

Example
The table describes the general SNMP configuration options and expressions that can be used
in setting and configuring the attributes to be monitored.

Table 18: SNMP configuration option/expression

Configuration option/expression Description
sh [MIBOID] NAME PROG ARGS Monitor the WAS and mysqld processes using

the checkDB.sh and checkWAS.sh shell
scripts.
To monitor the ACE application server, you must
monitor the Websphere and mysqld processes.
Use the sh directive to run the shell scripts with
the following parameters:

 Important:
The parameters MIBOID and ARGS are not
used.

• NAME is the name of the process being
monitored.

• PROG is the program (provided with its full
path) that will be executed to monitor the said
process.

On execution of the shell scripts, an error code is
returned, along with the corresponding message.
If the value of the error code is not 0, indicating
an error, an SNMP trap is triggered. For example:
sh mysqld /opt/avaya/ace/bin/checkDB.sh
sh WAS /opt/avaya/ace/bin/checkWAS.sh
monitor -u internal -r 60 -o extNames -o
extOutput "Process Monitoring" 
extResult != 0
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Configuration option/expression Description
sh [MIBOID] NAME PROG ARGS Monitor the cluster status using the

checkHAstatus.sh shell script.
On execution of the shell scripts, an error code is
returned, along with the corresponding message.
An exit value of 0 indicates that the cluster is in a
known state.
sh ClusterStatus /opt/avaya/ace/bin/
checkHAstatus.sh

disk PATH [MINSPACE | MINPERCENT
%]

Monitors the disk mounted at PATH for available
disk space. The minimum threshold is specified
either in kilobytes (MINSPACE), or as a
percentage of the total disk (MINPERCENT%).
If neither of the two is specified, the value is set
to 100 kbyte. If the free disk space is below the
threshold value, then the corresponding
dskErrorFlag instance is set to 1, and
thedskErrorMsg instance displays a message.
This situation does not automatically trigger a
trap to report a problem. Use the monitor tool to
generate a trap. For example:
disk /var/avaya/ace/log 20%
disk /opt/IBM 20%
disk /var 20%monitor -u internal -r 60 
-o dskPath
-o dskDevice -o dskUsed "Disk path not 
enough
free space" dskErrorFlag == 1

load MAX1 [MAX5 [MAX15]] Monitors the average load available on the local
system, specifying the thresholds for 1-minute, 5-
minute, 15-minute averages. This situation does
not automatically trigger a trap to report the
problem. Use the monitor tool to generate a trap.
For example:
load MAX5monitor -u internal -r 60 -o 
laLoad
-o laConfig -o laLoadInt -o laLoadFloat 
-o
laErrorFlag -o laErrMessage "Load 
averages
rises above this value" laErrorFlag == 1

If the MAX15 threshold is removed, the value is
set to the MAX5 value. If both MAX5 and MAX15
are removed, the value is set to MAX1. If none of
the values are specified, the three thresholds are
set to the value of DEFMAXLOADAVE.

swap MIN Monitors the amount of swap space available on
the local system. If this falls below the specified
threshold (MIN Kbyte), then the memErrorSwap
object is set to 1, and the memSwapErrorMsg
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Configuration option/expression Description
instance displays a message. This scenario does
not automatically trigger a trap to report a
problem. Use the monitor tool to generate a trap.
For example:
memTotalSwap -o memAvailSwap -o 
memTotalReal -o
memAvailReal -o memTotalFre -o 
memMinimumSwap
-o memShared -o memBuffe -o memCached -o
memSwapError -o memSwapErrorMsg "Very 
little
swap space left" memSwapError == 1

 Important:
The <value> is 10% of the actual size which
can be determined using the command grep
SwapTotal /proc/meminfo

If this is not specified, the default threshold value
is set to 16MB.

EXPRESSION OID I !OID I !=OID

OID OP VALUE

OID MIN MAX [DMIN DMAX]

OPTIONS -D

-d OID
-di OID

-e EVENT

-I

-OID -o OID

-r FREQUENCY

-S

-s

-u SECNAME

Enabling SNMP monitoring
Use this procedure to start the snmpd daemon and set it to always start after a reboot.
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If you have deployed Avaya ACE™ in a high availability (HA) deployment, you must perform
the procedure on both servers.

Before you begin
You must be able to log in as the root user ID on the Avaya ACE host.

Procedure

1. Log in to an ACE host as the root user ID.

2. Enable snmp. Enter
chkconfig snmpd on

3. Start the snmp daemon. Enter
service snmpd start

4. Test the configuration. Enter
snmpwalk -c public -On localhost -v2c .1.3.6.1.4.1.2021.8
In a standalone configuration, one attribute is displayed. In a HA deployment,
multiple attributes are displayed.

5. Retrieve the SNMP information from your SNMP manager.

Disabling SNMP monitoring
Use this procedure to stop the snmpd daemon so it will not start after a reboot.

If you have deployed Avaya ACE™ in a high availability (HA) deployment, you must perform
the procedure on both servers.

Before you begin
You must be able to log in as the root user ID on the Avaya ACE host.

Procedure

1. Log in to an Avaya ACE host as the root user ID.

2. Disable snmp. Enter
chkconfig snmpd off

3. Stop the snmp daemon. Enter
service snmpd stop

4. Test if the snmp daemon has stopped. Enter
ps -ef | grep snmpd | grep -v grep
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A blank line is displayed if the snmp daemon has stopped.

Recommended MIB objects for monitoring network
conditions

This section provides information about the MIB objects that can be used in monitoring different
Avaya ACE network conditions.

Navigation

• Table 19: Recommended MIB objects for monitoring storage on page 60

• Table 20: Recommended MIB objects for monitoring processes on page 61

• Table 21: Recommended MIB objects for monitoring memory on page 62

• Table 22: Recommended MIB objects for monitoring system load on page 63

Table 19: Recommended MIB objects for monitoring storage

Object Identifier Name Description
.1.3.6.1.4.1.2021.9.1.2 dskPath Specifies the path where the

disk is mounted.
Path to monitor:
/var/avaya/ace/
log /opt/IBM /var
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.9.1.3 dskDevice Specifies the path of the
device for the partition.
Partitions monitored based
on the path configuration:
/dev/sda5 /dev/
sda7 /dev/sda11
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.9.1.9 dskPercent Specifies the percentage of
used disk space.
This attribute is
recommended to be included
in the trap for output.
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Object Identifier Name Description
.1.3.6.1.4.1.2021.9.1.100 dskErrorFlag The error flag which signals

that the disk or partition is
under the minimum required
space that it is configured for.
This is a monitored attribute.
Always set this value to
zero.

Table 20: Recommended MIB objects for monitoring processes

Object Identifier Name Description
.1.3.6.1.4.1.2021.2.1.2 prNames Specifies the process names

being counted or checked
on.
Process to monitor:
MYSQL Server (mysqId)
Due to HA configuration, IBM
WebSphere is not
recommended to be
monitored directly.
This attribute is
recommended to be
included in the trap for
output.

.1.3.6.1.4.1.2021.2.1.3 prMin Specifies the minimum
number of processes that
should be running. An error
flag is generated if the
number of processes
running is less than the
minimum value.
This attribute is
recommended to be
included in the trap for
output.

.1.3.6.1.4.1.2021.2.1.4 prMax Specifies the maximum
number of processes that
are running. An error flag is
generated if the number of
processes running is less
than the maximum value.
This attribute is
recommended to be
included in the trap for
output.

.1.3.6.1.4.1.2021.2.1.100 prErrorFlag The error flag which
indicates a trouble in a
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Object Identifier Name Description
process. The value is set to
1 if there is an error; the
value is set to 0 if there is no
error.
This is a monitored
attribute.

Table 21: Recommended MIB objects for monitoring memory

Object Identifier Name Description
.1.3.6.1.4.1.2021.4.3 memTotalSwap Specifies the Total Swap

Size on the host.
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.4.4 memAvailSwap Specifies the Available Swap
Space on the host.
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.4.5 memTotalReal Specifies the Total Real/
Physical Memory Size on the
host.
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.4.6 memAvailReal Specifies the Available Real/
Physical Memory Space on
the host.
This attribute is
recommended to be included
in the trap for output.

1.3.6.1.4.1.2021.4.11 memTotalFree Specifies the Total Available
Memory on the host.
This attribute is
recommended to be included
in the trap for output.

1.3.6.1.4.1.2021.4.12 memMinimumSwap Specifies the minimum
amount of swap space
expected to be kept free or
available during normal
operation of the host. If this
value is not specified,
memErrorSwap is set to 1
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Object Identifier Name Description
and memSwapErrorMsg
returns an error message.

1.3.6.1.4.1.2021.4.13 memShared Specifies the Total Shared
Memory.
This attribute is
recommended to be included
in the trap for output.

1.3.6.1.4.1.2021.4.14 memBuffer Specifies the Total Buffered
Memory.
This attribute is
recommended to be included
in the trap for output.

1.3.6.1.4.1.2021.4.15 memCached Specifies the Total Cached
Memory.
This attribute is
recommended to be included
in the trap for output.

1.3.6.1.4.1.2021.4.100 memSwapError Error Flag 1 indicates that
there is a small amount of
swap space left.
This is a monitored attribute.

1.3.6.1.4.1.2021.4.101 memSwapErrorMsg Error message which
describes the Error Flag
condition.
This attribute is
recommended to be included
in the trap for output.

Table 22: Recommended MIB objects for monitoring system load

Object Identifier Name Description
.1.3.6.1.4.1.2021.10.1.3 laLoad Specifies the 1, 5, and 10-

minute load averages (one
per row).
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.10.1.4 laConfig Specifies the threshold value
for load averages to signal an
error. This value should be
specified. If the load average
is higher than this value,
laErrorFlag is set to 1.
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Object Identifier Name Description
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.10.1.5 laLoadInt Specifies the load averages
in integer. This is calculated
by taking the floating point
load average value,
multiplying it by 100, and
then converting the value to
an integer.
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.10.1.6 laLoadFloat Specifies the load averages
as an opaquely wrapped
floating number.
This attribute is
recommended to be included
in the trap for output.

.1.3.6.1.4.1.2021.10.1.100 laErrorFlag Specifies an error flag which
indicates that the load
averages has reached the
threshold value defined in the
snmpd.conf file. The value is
set to 1 if it reached the
threshold value. Otherwise, it
is set to 0.
This is a monitored attribute.

.1.3.6.1.4.1.2021.10.1.101 laErrorMessage Displays an error message
which describes the load
averages and its exceeded
watch point value.
This attribute is
recommended to be included
in the trap for output.
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Chapter 7: Troubleshoot Avaya ACE

Task flows and procedures for troubleshooting Avaya Agile Communication Environment™ (ACE) are
available from the Avaya ACE GUI menu under Help > Product Documentation > Troubleshooting.

If the Avaya ACE GUI is not available, the troubleshooting help files are available on the:

• Avaya ACE Server disk.

• Avaya ACE server under the Linux folder /opt/avaya/ace/doc/NTP.
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Chapter 8: Viewing performance data

Navigation

• Configuring the performance measurement collection interval on page 67
• Viewing performance data on page 67

Configuring the performance measurement collection
interval

Configure the performance measurement collection interval to define the time period during
which a data set will be collected. You can review the date for the most recent interval in the
Avaya ACE™ GUI. You can view the data collected by downloading performance log files. A
separate log file is created for each interval.

Before you begin
An Avaya ACE GUI session is open.

Procedure

1. On the menu bar, choose Configuration, and then Server.

2. Under Server , click on the PM Collection tab.

3. Select the value for PM Collection Interval by clicking on the drop-down menu.

4. Click Submit.
The change takes effect on the next interval.

Viewing performance data
View performance metrics for a web service, a service provider, or the Avaya ACE™ system.
The data is from the most recent collection interval.

Before you begin
An Avaya ACE GUI session is open.
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Procedure

1. On the menu bar, choose Performance, and then select one of the following
options.

• Service Metrics

• Provider Metrics

• System Metrics

2. In the Search Criteria dialog box, select an item from the list.
For a description of each search criteria option, click on the question mark icon to
open the help pages.

Viewing performance data
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Chapter 9: Log file fundamentals

This section describes the types of log files and their location on the Avaya Agile Communication
Environment™ (ACE) server.

Navigation

• Log file overview on page 69
• Performance log files on page 70
• Alarm and event log files on page 70
• Avaya ACE core log files on page 70
• Avaya ACE high availability log files on page 71
• Service provider adapter log files on page 71
• AppUtilities log file on page 71
• Standard output log files on page 72
• Miscellaneous log files on page 72
• Linux log files on page 73
• WebSphere application server log files on page 73

Log file overview
Log files contain a historical record of system activity. System activity can include events,
alarms, faults, and performance measurements. Avaya ACE also records and stores
installation, backup, debug logs for later analysis.

Current activity is a live stream of events reported to the system. As the system receives the
events, it captures and saves them to a log file on the Avaya ACE sever. You can view current
activity either on the ACE GUI or in a third party network management tool.

When the log file reaches a configured size, the system closes the current log file and rotates
it to a backup log file. The system then opens a new current log file. In Avaya ACE, you can
configure the size of the log file before it is rolled over to a backup file (rotation size). You can
also configure the number of backup files to keep. Avaya ACE lets you configure the logger
level for the log files which will determine the type and amount of detail that is recorded in the
log file.
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Performance log files
Performance metrics are collected for services, service providers and system resource
usage.

Service performance log file names use the format
<service_name>PMService_pmlog.csv. There are separate logs for each service.

Service provider performance logs have the format

<service provider name><service provider type>PMProvider_pmlog.csv.

Performance logs that log system resource usage have the format <system
resource>PMSystem_pmlog.csv.

You can configure the collection of performance metrics. You can define the collection interval,
the maximum size of the log file, and the number of log files to keep.

Performance logs are stored at /var/avaya/ace/log/AppSrv01/app/pm. They can also
be downloaded from the ACE GUI from the Fault > Logs Download > Metric Data Web
page.

Alarm and event log files
Avaya ACE alarm, event log files are stored at /var/avaya/ace/log/AppSrv01/app.

Alaram and event logs can be downloaded from the ACE GUI from the Fault > Logs Download
> Event Log Web page.

• Avaya ACE logs alarm activity in alarmlog.xml.

• Avaya ACE logs events in appcore_event.log. This log file includes security audit
events.

Avaya ACE core log files
Avaya ACE logs a detailed history of system activity in appcoredebuglog.log. You can
configure the logging level for the appcoredebuglog.log file. Configuring the logger level
allows you to set the type of log messages to be stored and generated into the log file. TRACE
is the lowest level while the ERROR is the highest level. Logger level is controlled
hierarchically.
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appcoredebuglog.log log files can be downloaded from the ACE GUI from Fault > Logs
Download > ACECore Log Web page.

Other ACE Core logs include service provider adapter logs. For information on service provider
adapter logs, see Service Provider adapter logs on page 71

Avaya ACE high availability log files
For Avaya ACE™ system messages specific to a high availability deployment are logged to the
following log files:

• /var/log/messages are Linux generated logs containing information about the cluster
service.

• /var/avaya/ace/log/cluster/aceadmin.log contains information on Avaya
ACE application start, stop, and switchover events.

• /var/avaya/ace/log/cluster/check_replication.log contains information
about database replication.

Service provider adapter log files
You can view system messages specific to service providers that use the Meridian Link Server
(MLS), SIP, Java Telephony API (JTAPI) and IPC Turret adapters, in the service provider
adapter log files.

Service provider adapter logs include cmfoam.log, JTAPIccm.log, Mlslog.log,
Turret.log, SGM_SipSp.log
The service provider adapter log files are stored at /var/avaya/ace/log/AppSrv01/
cmf.

The service provider adapter log files can also be downloaded from the ACE GUI. From the
Fault menu, select Logs Download. On the Logs Download page, select the ACECore Log
tab.

AppUtilities log file
AppUtillities logs are of two kinds:

• application logs

Avaya ACE high availability log files
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Application specific messages are logged in the application logs. Each application has a
separate application log. AppUtilities application log files use the format

<application name>.log. For example, hotdesk.log.

Application logs are stored at /var/avaya/ace/log/AppSrv01/app-utils
• server logs

Server logs contain details of system activity. Server logs for AppUtilities are stored at /
var/avaya/ace/log/AppSrv01/server2.

You can configure the logging level and the logging size for the AppUtilities log file from the
Avaya ACE GUI.

The AppUtils log files are available for download on the Avaya ACE GUI.

To download the log files, navigate to Fault > Logs Download > AppUtils Log and click the
corresponding Download icon.

Standard output log files
Standard output log files log error and output messages generated by the system. Error and
output messages are logged separately for server 1 and server2.

Standard output log files include :

• server1_SystemOut.log

• server1_SystemErr.log

• server2_SystemOut.log

• server2_SystemErr.log

Standard output log files are located at /var/avaya/ace/log/AppSrvr01/server1 for
server1 logs and /var/avaya/ace/log/AppSrvr01/server2 for server 2 logs.

You can download standard output log files from Fault > Logs Download > Standard Output
Web page.

Miscellaneous log files
System messages generated during installation, backup, licensing can be downloaded from
the Fault > Logs Download > Miscellaneous Web page.
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ACE_install.log logs the system messages generated during an ACE installation. A
subset of the messages is also printed to the console.

The Avaya ACE install log is located at /var/avaya/ace/log/install/
ACE_install.log.

ACE_backup.log file logs Avaya ACE configuration details and database backup related
information.

ACE_licensing.log logs information pertaining to licensing.

Linux log files
Red Hat Enterprise Linux uses syslogd as the logging utility. The configuration file for syslogd
is /etc/rsyslog.conf. Logs files are stored in /var/log. For information on Linux logs,
see the Red Hat documentation.

WebSphere application server log files
WebSphere logs are located at /var/avaya/ace/log/AppSrv01/server1 and /var/
avaya/ace/log/AppSrv01/server2 . For information on WebSphere logs, see the
WebSphere documentation.

Linux log files
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Chapter 10: Log file administration

This section contains procedures to manage Avaya Agile Communication Environment™ (ACE) log
files.

Prerequisites
You are familiar with Log file fundamentals on page 69

Navigation

• Downloading log files from the Avaya ACE GUI on page 75
• Configuring performance management logs on page 76
• Configuring the debug logger level on page 77
• Running the Avaya ACE log collector  on page 79

Downloading log files from the Avaya ACE™ GUI
Use the Avaya ACE GUI to download event, alarm, and performance log files from the ACE
server.

Before you begin
Ensure that an Avaya ACE GUI session is open.

Procedure

1. On the menu bar, choose Fault, and then Logs Download.

2. In the Logs Download window, under Filter Criteria, click on the Start Date field
and select a date from the calendar.
Note that you can leave the field blank to retrieve all log files.

3. Click on the End Date field and select a date from the calendar.

4. Click Filter to process your request.
The logs that match your filter criteria are categorized into the following tabs, to
enable you to quickly find the log files you need.

• Metric Data: Displays historical performance metrics data that contain
information on the performance of Avaya ACE services, service providers or
the system itself.

• Event Logs: Displays event logs for events generated by Avaya ACE.
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• Debug Logs: Displays the ACE application debug logs.

• Standard Output: Displays system output and system error logs.

• Miscellaneous: Displays other miscellaneous logs like for example, ACE
installation/un-installation logs.

• AppUtilsLog: Displays the maintenance logs generated by AppUtilities .

5. Identify the log file you want to download and then click the download icon in the
Download column.

6. Save the log file to your local system.

Configuring performance management logs
Enable collecting performance data for a web service and define the maximum size of the log
file and the number of backup log files to keep.

Before you begin
An Avaya ACE GUI session is open.

Procedure

1. On the menu bar, choose Configuration, and then Services
The Configuration window appears.

2. In the Services window, under ACE, select one of the services that you want to
configure.

3. In the Number of Backup Files field, type the number of back up files to keep.
The Number of Backup Files specifies the number of additional back up files
created which will store output after Maximum File Size has been reached.

4. Enter the value for Maximum File Size.
Indicates the maximum size of the output file allowed to reach before it is rolled over
to a backup file. Changing the Maximum File Size is allowed during the collection
period, but the change will only take effect after the current log gathering has
finished.
File size will be in the format of Kilobyte (KB), Megabyte (MB), and Gigabyte
(GB).
When the file reaches the maximum file size, the system closes the log file and
rotates it to a backup log file. The system then opens a new current log file.
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5. To update the configuration of the service, click Submit. Otherwise, click Reset to
roll back to the previous configuration.

Configuring the debug logger level
Use this procedure to configure the logger level and the rotation size of log files in the Avaya
ACE™ server.

Setting the logger level allows you to set the type of log messages to be stored and generated
into the log file. TRACE is the lowest level while the ERROR is the highest level. Logger level
is controlled hierarchically.

You can also use this procedure to change to the logging level for a specified group. For a
description of log files affected by logger group, see Affected log files by logger group on
page 78

 Note:
Changing the logger level for a group from the default value, triggers an alarm.

Before you begin
Make sure that an Avaya ACE GUI session is open.

Procedure

1. On the menu bar, choose Configuration, Server. Click the Logger tab.
The Debug Logger Configuration dialog box appears.

2. From the Group list, select the logger group.

3. From the Logger Level list, select the type of log messages to be stored and
generated into a log file (one of TRACE, DEBUG, INFO, WARN or ERROR), for the
selected logger group.

4. From the Rotation Size list, select the size of the log file that stores the log
messages. When the log file reaches the specified threshold value, the system
closes the log file, opens a new one, and rotates the logs gathering into the new log
file.

5. Click Submit to save the configuration changes. Otherwise, click Reset to roll back
the changes.

Configuring the debug logger level

Fault and Performance Management November, 2012     77



Affected log files by logger group
Use the following table to get a list of log files that are affected when the logging level of a
group is changed.

The logging level can be changed from the Configuration > Server > Logger page on the
Avaya ACE GUI.

Logger Group Log Files Affected Log File Location

AAFT aaft.log
aaft_clf.log

/var/avaya/ace/log/
AppSrv01/AAFT

AppUtilities authentication.log
app-utils.log
homepage.log
openjpa.log
root.log
warn-error-report.log
Logs of all applications that are
currently running on the system.
For example, presence.log

/var/avaya/ace/log/
AppSrv01/app-utils

ASAI ASAIAdaptorTrace.log
ASAIAdaptor.log

/var/avaya/ace/log/
AppSrv01/cmf

AVAYA_AST AuraAdapterCMF.log
AuraAdapterConnectivity.log
AuraAdapterError.log
AuraAdapterSSAL.log
AuraAdapter.log

/var/avaya/ace/log/
AppSrv01/cmf

AXL CucmAxl.log /var/avaya/ace/log/
AppSrv01/cmf

CMF CmfOam.log /var/avaya/ace/log/
AppSrv01/cmf

CORE appcoredebuglog.log
client-toolkit.log
appcore_event.log
ace_licensing.log

/var/avaya/ace/log/
AppSrv01/app

IMAP VM_IMAPMessages.log
MessagingLog.log

/var/avaya/ace/log/
AppSrv01/cmf

JTAPI JtapiCcm.log /var/avaya/ace/log/
AppSrv01/cmf

MLS MlsLog.log
monitorsLog.log
packetLog.log

/var/avaya/ace/log/
AppSrv01/cmf
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Logger Group Log Files Affected Log File Location

SIP SGM_SipSp.log /var/avaya/ace/log/
AppSrv01/cmf

TURRET Turret.log /var/avaya/ace/log/
AppSrv01/cmf

Running the Avaya ACE log collector 
The Avaya ACE log collector tool is a script that collects a number of log files and bundles
them into a tar file. If you are working with Avaya technical support, you may be asked to
perform this procedure and provide them with the file.

Before you begin
You must be able to log in as the root user ID.

 Important:
If direct root login has been disabled, you must log in and change to the root user ID.

When changing to the root user ID, always use the command syntax su - root. Using a
dash ensures that you have the correct environment when entering commands as the root
user.

About this task
There are three log collection commands. The commands differ in the amount of information
collected and the resulting file size. Note that the CollectAll.sh command generates a
large file.

Command Logs collected
CollectAll.sh Collects the OS version, log, configuration

information as well as Avaya ACE and
WebSphere version and configuration
information.

CollectLight.sh Collects the version information for the OS,
Avaya ACE, and WebSphere and the latest
ACE log file.

CollectACELogs.sh Collects the Avaya ACE log files.

Procedure

1. Log in to an Avaya ACE host as the root user ID.

2. Change directories. Enter

Running the Avaya ACE log collector
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cd /opt/avaya/ace/bin
3. Enter one of the following collection commands.

• ./CollectAll.sh
• ./CollectLight.sh
• ./CollectACELogs.sh

For all the commands, a .tar.gz file is created in the directory /tmp/
ACECollector.
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