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Problem Synopsis: Service pack 6
Module Name
: 
VXML
Dependency
: 
AVvoicxml2-0

Service Pack
:
ir40sp1

(wi00243691) 

- Recognition fails for more than 10 digits for remote dtmf recognition 

- The above WI is now fixed and remote dtmf recognition is now supported for a max of 64 digits 

(wi00277116)

- Fixed issue where avayaVXI drops the call if Ret2vxml node returns -1 as return code to the VXML application.

(wi00277107)

- Added the millisecond field in the logCat messages for AVB module. Few third party tools are based on these values for troubleshooting latencies.

(wi00241417)

- Enhancement for receiving DTMF digits sent from switch's converse-on step & populates them in session variables for vxml application to pick it up.

The session variables session.telephone.firstconversedata & session.telephone.secondconversedata holds the converse-on data received by AVB.

NOTE:

To enable converse-on for VXML set vxml.conversedata value to "1" in the file "$IR_HOME/vs/data/vxml/pal.cfg". The voice system restart is required to make the settings effective. The Converse ON data is collected by the IR before the VoiceXML application is yet to run, so there's no need to put any kind of pauses on CM. The data should be available as soon as the first VXML page is fetched.

The following settings on CM are vital for this feature to work correctly. The timing needs to be changed in the CM system-parameters features, (page 11) at CM system. Change the First & Second data delay to 0 second and Converse signaling tones to 50 milliseconds.

        display system-parameters features                           Page  11 of  17

                            Converse First Data Delay: 0      Second Data Delay: 0

                       Converse Signaling Tone (msec): 50          Pause (msec): 50

The recommended vector is,

        display vector 777                                              Page   1 of   6

                                          CALL VECTOR

            Number: 777              Name: ConverseOn Vect

                           Attendant Vectoring? n    Meet-me Conf? n           Lock? n

             Basic? y   EAS? y   G3V4 Enhanced? y   ANI/II-Digits? y   ASAI Routing? y

         Prompting? y   LAI? y  G3V4 Adv Route? y   CINFO? y   BSR? n   Holidays? y

         Variables? y   3.0 Enhanced? y

        01 wait-time    0   secs hearing ringback
        02 converse-on  skill 43   pri l passing A      and B

        03 wait-time    1   secs hearing ringback

        04 stop

NOTE:

For converseon feature to work correctly with DD application please refer to PSN002214 published at support.avaya.com

(wi00105314)

- When the recordutterancetype property was set to "audio/basic" and the Speech Server returns the recorded utterance in ulaw format,

VXI platform was unable to set the audio in the recognition result. This fix resolves that issue.

(wi00105392)

- This fix resolves the issue of not throwing the event error.transfer instead of error.connection.baddestination in case of an invalid URL in <transfer> element of VoiceXML

(wi00105490) - <sub> element is not supported by vxi. 

- SSML 1.0 <sub> element is now supported by VXI through this implementation

(wi00289888)

- Fixed issue where TermChar is recorded as a DTMF tone, while using <record> tag in a VXML application. This issue was happening only when VXML application using <record> tag was running on NMS channels.

(wi00295871)

- Fixed issue when the recorded message is rejected if the recording exceeds the maxtime value specified by the user.

(wi00289509) 

- Fixed issue when the recording is rejected if the user does not specify the maxtime attribute.

- With this fix AVB will accept the audio recording returned by the platform whose duration is controlled by a platform default value of 2 min

Service Pack
:
ir40sp2

(wi00295850)

-Fixed the issue where object tag execution in vxml page was failing after caller hangs up. IR now allows after call processing using TAS code

(wi00318591)

-Fixed the issue where T2V execution failed when VXML converseon flag is activated.

(wi00311706)

-Fixed the issue where HTTP cookies were not getting enabled causing document parsing error for VXML applications.
Service Pack
:
ir40sp4

(wi00354046)

-Fixed the issue where session.telephone.firstconversedata & session.telephone.secondconversedata did not get populated for NMS channels. Now vxml Session Variable for converse-on data will be populated for both NMS & VOIP channels.

(wi00362796)

-Fixed the issue where in race condition; when running in Normal Mode, VXI is not releasing the channel using irDeinit after receiving the IRE_DISCONNECT event.
Service Pack
:
ir40sp6
(wi00383803)
-Fixed the issue where for IPL Channel hangs on VXI if incoming call gets disconnected immediately after getting answered.
Module Name
: 
MRCPTTS And MRCPV2TTS
Dependency
: 
AVmrcptts AND AVmrcpv2tts

Service Pack
:
ir40sp1

(wi00248896) 

- Synthesis service request is not marked as ended on the server when there are errors with SPEAK-COMPLETE.

(wi00230656) 

- sproxyadm command should show MRCP related information.

Service Pack
:
ir40sp2

(wi00315211)

- Corrected the Contact field of MRCPV2 proxy for the SIP messages sent to speech server.

Module Name
: 
MRCPASR And MRCPV2ASR

Dependency
: 
AVmrcpasr AND AVmrcpv2asr

Service Pack        
:   
ir40sp1

(wi00230656) 

- sproxyadm command should show MRCP related information.

Service Pack
:
ir40sp2

(wi00315211)

- Corrected the Contact field of MRCPV2 proxy for the SIP messages sent to speech server.

Service Pack
:
ir40sp6

(wi00700964)

- Corrected the MRCPv2 proxy to read the recorded utterance address in Waveform-URI received from Nuance server.

Module Name
: 
NMS

Dependency 
: 
AVnms

Service Pack
:
ir40sp1

(wi00277093)

-included the NMS patch 6170. Fixes the problem in OPS where if you attempt to do a transfer and fail, then DTMF detection stops working for the call that attempted the transfer.Fixed the issue where TAS Full CCA transfers fail to return to script correctly after a busy, no-answer, or failure.

(wi00277091)

-Enhanced the "nms.remove" script. After removing the AVnms package from the system, the script "nms.remove" now flashes a message to the installer to reboot the system to ensure safe operation.

(wi00277115)

-Fixed an issue where intermittent recording failures were causing the call drops only under load conditions. 

As per investigations 2 scenarios were observed & addressed for the VXML application.

(wi00277085)

-Enabled the parameter 'claim-all-interrupts' to fix the issue where log files are getting flooded with  kernel warning "px1: spurious interrupt from ino0xe" messages. This parameter will effective after a reboot of the system.

(wi00287148)

-Fixed the issue where while bridging - the NMSIP process was not sending IRE_CALL_DONE event to XFERProc process, when caller hung-up immediately after called party answered the call. In this scenario TAS applications were getting the TRANSFER_RESULT as 9 and subprog return code was "-99". Now after this fix TAS application will continue to get the return code "H" as delivered via wi00281925.

NOTE:

-The CG 6060 Quad card are supported for Avaya IR 4.0 release.

Service Pack
:
ir40sp2

(wi00313548)

- Fixed the issue where in MTC and NMSIP were going out-of-sync when there are frequent LINK_UP and LINK_DOWNs reported by the network. This leads to channels going in OTHER state and cannot recover. The issue has been fixed by introducing a new state WAITOOS, so that block_calls and unblock_calls can be handled more efficiently amongst NMSIP and MTC.

(wi00303428)

-Fixed issue where during blind transfer if nccAutomaticTransfer failed with CTAERR_INVALID_STATE error, the channel was not freed for next calls.

(wi00318793)

-Fixed the issue where cg6k driver parameter "claim-all-interrupts" is not getting enabled while installing AVnms with ir-pkagadd utility.

(wi00280144)

-Included the 6228 AND 6230 NMS patches. Fixes NMS board NETOOS state issue for ISDN protocol observed with V440 SUN platform.

(wi00307527)

-Included NMS patches to fix the issue with nfxReceiveFaxFailures. NMS patches bundled are 6279 and 6280.

Service Pack
:
ir40sp3

(wi00317712)

- Included NMS patch 6263. Fixed the Trunkmon violation issue on CG6060 cards.

(wi00321486)

- Included NMS patch 6162. Fixed the issue of NMS cards always comes as FOOS is system is rebooted using shutdown -i6 -g0 -y

(wi00338898)

- Included NMS patch 6381. Fixed the issue of disconnect events comes before record done or play done event.

(wi00314090)

- The default resolution for sending out FAXES is NFX_RESOLUTION_HIGH. Now this can be configured using /opt/nms/ctaccess/cfg/cta.cfg file. 

To modify the default value for the field resolution of the structure NFX_TRANSMIT_PARMS, you can add the keyword NFX.TRANSMIT.resolution in the section [ctapar of cta.cfg file].

The accepted values are the ones given below :


NFX.TRANSMIT.resolution        = 0x00000000 # NFX_RESOLUTION_LOW


NFX.TRANSMIT.resolution        = 0x00000001 # NFX_RESOLUTION_HIGH


NFX.TRANSMIT.resolution        = 0x00000002 # NFX_RESOLUTION_SUPER_HIGH

This will require a restart of Voice System. You can verify the new values by running the following command from the command line:


"ctaparm -s NFX.TRANSMIT"

Service Pack            :              ir40sp4

(wi00375674)

- Included NMS patch 6391. Fixed the code violation issue on CG6565 cards.
Service Pack            :       
ir40sp5

(wi00382655)

- Patch 6381 introduced a delay state into the TCP to allow media done events to get to the application before disconnect events.  This introduced a bug where channel state on IR changes to FOOS and comes back ONHOOK again. The patch 7135-90960 provided by NMS resolves both the issues.

(wi00380834)

- IR40SP5 NMS removal script ($IR_HOME/vs/bin/nms.remove) has been enhanced to back up the current NMS specific configuration fil es before removing /opt/nms directory. The backup file will be created in $IR_HOME/vs/data/nms_cfg_bak.tar.gz If you want to restore the saved NMS configuration then install AVnms package and after reboot perform the following steps:

        a) stop_vs

        b) gunzip $IR_HOME/vs/data/nms_cfg_bak.tar.gz

        c) tar xvf $IR_HOME/vs/data/nms_cfg_bak.tar

        d) start_vs
Service Pack            :       
ir40sp6

(wi00410901)

-Fixed the issue where Full CCA with make_call fails to return correct values in TRANSFER_RESULT.

Module Name
:
JDBC

Dependency
:
AVjdbcint

Service Pack
:
ir40sp1

(wi00106156)

- Fixed the issues with run_sql utility

(wi00277272) 

- Modified the dbconfig utility and the web administration screen for configuring "Custom" databases to display correct examples for ClassName and Database URL.

(wi00277113)

- Corrected the issue where the vxml applications could not retrieve the data from database intermittently (after 3-4 weeks).

(wi00277886)

- Corrected the issue with incorrect call data reports caused due to the duplicate Call ID's while using traditional IR reporting.

(wi00291943)

- Corrected the issue where checktable was throwing exception when no parameters were passed while running the utility and was giving incorrect results for postgres databases.

(wi00240777)

- dbconfig lists  "Sys data collect interval=-1"  if not configured for database cdh. Now it shows "Sys data collect interval=0".

(wi00287225)

-   * Modified following PostgreSQL tools to create/move the PostgreSQL database cluster and PostgreSQL database "ir" on a non root partition (default location: /export/irpgdir) and to refer the cluster path using $PGDATA variable instead of hard coded value.


PostgresRemove, PostgresSetup, RestartPostgres, StartPostgres, StatusPostgres

    * Also Modified PostgreSQL service file - postgresql.xml to use the correct database cluster path ($PGDATA)

Important Postgres Notes
If service pack installation program finds Postgres already setup on a root partition, it will,


[1] Backup your data


[2] Move Postgres setup to non-root partition (default: /export/irpgdir)


[3] Restore the backup

It is highly recommended to have PostgreSQL on a non-root partition. If SP installation finds PostgreSQL setup on root partition, it will move it to non-root partition for you. During this process,

[a] It does backup and restore of your PostgreSQL data, which may take long time to complete depending on your data. (Approx time required is 10 minutes for 100 Thousand records).

[b] During the restore procedure, it will ask you to enter a valid location, where the PostgreSQL will be restored. Make sure that you have enough space on the partition (approximately 30 MB for 100 thousand records) to accommodate the current data as well as future growth.

If backup fails, the Postgres cluster will not be moved to the new location. The user has to Remove service pack, identify the cause of backup failure to fix it and reinstall the service pack.

If restore fails, you can manually restore the data using pg_restore command on backup file 'backup.tar' located at /export/backup.
Backup and Restore will happen for database "ir" only. If you have any database other than "ir", please take manual backup (using "pg_dump") before installing service pack and restore (using "pg_restore") the data after installation.

Removal of service pack will not change the location of PostgreSQL (if it was moved from root to non-root partition.)

On IR 4.0 it is strongly recommended to install Postgres patches (ir4001, jdbc4001) OR IR 4.0 SP5. If the customer reverts from IR 4.0 SP5 to IR 4.0 GA then these Postgres patches have to be installed again.

Once the service pack is installed, the user has to logout and login to pickup new postgres related changes.

If SP installation asked you to move Postgres and you opted out by selecting 'no', then to keep all Postgres commands working, make sure variable POSTGRESQL_HOME in /etc/profile is pointing to where your database cluster is. If you want to manually remove existing setup of Postgres before installing service pack, make sure to do a complete cleanup by deleting Postgres cluster, "ir" database, and PG environment in /etc/profile file. 

- Instructions for complete Postgres cleanup:


[1] Take backup (if needed) of your data using pg_dump


[2] Start Postgres using command "StartPostgres" if not started.


[3] Use command "PostgresRemove". Say 'y' to remove database "ir" when asked.


[4] Delete all contents from following directories if they exist



- directory "/export/irpgdir"



- directory specified while running PostgresSetup (if -p <dirname> option is used)



- directory "/var/postgres/8.2/data"


[5] Remove following entries from "/etc/profile" file - 



PATH=/usr/postgres/8.2/bin:$PATH



POSTGRES_HOME=/usr/postgres/8.2



POSTGRESQL_HOME=/export/irpgdir



PGBIN=$POSTGRES_HOME/bin



PGDATA=$POSTGRESQL_HOME/data



PGLOG=/var/log/postgresql.log



PATH=$PGBIN:$PATH



MANPATH=$POSTGRES_HOME/man:$MANPATH

            export POSTGRES_HOME POSTGRESQL_HOME PGBIN PGDATA PGLOG MANPATH



LD_LIBRARY_PATH=$LD_LIBRARY_PATH:$POSTGRES_HOME/lib



export LD_LIBRARY_PATH

- You might see a warning to cleanup /etc/profile while removing patch jdbc4001. Please ignore this warning if you do not intend to cleanup Postgres.

- If you intend to remove the service pack by keeping your Postgres setup intact, make sure to install patches (ir4001, jdbc4001) on top of 4.0 GA software. Following are the steps -

      [1] Remove service pack

      [2] Remove PG environment from /etc/profile

      [3] Install patches ir4001 and jdbc4001

      [4] Run PostgresSetup to reset your PG environment in /etc/profile

- Refer the man page of pg_dump & pg_restore for details.

-  After moving the Postgres location from root to non-root, restart the voice system before accessing Advance Reporting Tool.

- The PostgresRemove utility will remove the /export/home/postgres folder.

NOTE:

- The Oracle 11g version is supported with IR 4.0 SP1 release.

Service Pack            :       ir40sp4

(wi00366482)

- Corrected the issue of multiple entries in call traffic report for the same channel and same time period and faulty Hold time

Module Name
: 
VespDip

Dependency
: 
AVvespdip

Service Pack           :       ir40sp1

(wi00277277)

- Multiple vesp dip implement cannot create vesp dip log  with debug on.

NOTE:

- For setting up the multiple vesp_dip please refer to PSN002218 published at support.avaya.com

Module Name
:
ASAI

Dependency
:
AVasai

Service Pack
:
ir40sp1

(wi00277101)

- Fixed the issue where intermittently ASAI agents do not login on system reboots.

(wi00281208)

- Fixed the issue where ASAI Core dumps when caller hangs up during transfer. 

Service Pack
:
ir40sp3

(wi00356869)

-Increased the maximum length of Extension configured for ASAI DOMAIN/CHANNEL to 15, to support the Dialplan of 13 digits.

-Fixes the issue where IR fails to handle a routing request if two route requests arrive on IR at the same time(in the same second). Handling this, needs some configurational changes, while configuring the RTE domains on the IR. More details are available in the "Release Notes".

-With the VDN length restriction of seven digits on IR, multiple RTE domain cannot be configured for a VDN of length greater than 7 digits.

(wi00318149)

-Fixed the asaihp core dump issue when clid beyond 1024 is received during sb_connected OR sb_offered events.

(wi00314553)

- Fixed the issue where Adjunct-route request ignored if failure [Cause -8] on previous request happened.

(wi00325089)

-Fixed truncated UUI issue when A_Tran function is used in the call flow.

(wi00341656)

-Fixed truncated UUI issue when A_RouteSel function is used in the call flow.

(wi00356968)

-Fixed the issue where ASAIHP dumps core if under heavy load number of requests per channel exceeded the limit.
Service Pack

:
ir40sp5

(wi00388047)

- Fixed the issue where TAS applications unable to catch/execute the Asyn Node Disconnect Handler and application stuck to the channel after caller hang-up.

- Removed 150ms delay in processing the DISCONNECT event. The DISCONNECT event is now processed immediately.

- The relinquish control now is activated from within ASAIHP as against from TAS. This allows a successful A_Tran on the call on more than once.
Module Name
: 
BASE

Dependency
:
AVir

Service Pack
:
ir40sp1

(wi00248829) 

- Added normalPath.h to $IR_HOME/att/include directory to facilitate custom building of DIPs.

(wi00277098)

- Sysmon showed channels in ON HOOK state, but "disp card all" shows FOOS channels while the T1 cable is unplugged. Correction is made to resolve this issue.

(wi00106186)

- Fixed the issue where "logCat -a 'locant'" pulls incorrect data after DST takes place. 

(wi00106510)

- Fixed the issue wherein after transferring call out of IR using conv_data, the application hangs on to the channel for 45 seconds and caller hears Ring No Answer.

(wi00281386)

- Removed dialouts for THR003, ASAI031, CGEN001, BKRST008 and PROXY011, however these alarms are kept in event log.

(wi00287854)

- snmp-sub-agent service of AVsnmp package causes aborting of start_vs

(wi00287225)

-   * Modified PostgreSQL tools - pgclean, pgdump, pgrestore, pgused, pgutil


For all above tools, statement "Check and correct the POSTGRES_HOME entry in /etc/profile" is changed to statement "Check and correct the PG environment in /etc/profile".


pgused - All references to "iradmin" are changed to "irpgadmin"

    * Also Modified scripts - nicstat, dbwhat, sched_reboot

    
nicstat - modified to support the NIC driver on the Netra T2000 system.


dbwhat - removed code to see if nawk should be used instead of awk.


sched_reboot - modified to change all references of cron_reboot from cron_reboot.sh to cron_reboot

Service Pack
:
ir40sp3

(wi00344251)

- Fixed the TSM/AD/VROP core dump issue where application using T2V node invokes a VXML application having multiple jumps between TAS & VXML applications.

(wi00331754)

-Included the new tone files for Tone Masking to work with Calls placed with both Internal & External extensions.

(wi00333085) 

- Modified the logic for disabling the dialout for alarms THR003, ASAI031, CGEN001, BKRST008 and PROXY011.

  Now the Customized Message Administration Rules set on IR 4.0 GA will remain intact even after upgrading to IR40SP3.

(wi00322535)

-Fixed channel hang issue if caller hang-up happened while VXML application has invoked TAS call flow.

Note: Customized Message Administration Rules set on the top IR 40SP3 will not be intact after uninstalling the IR 40SP3. For Customized Message Administration Rules set on the top of IR 40SP3, it is recommended to take a backup of $IR_HOME/vs/spool/log/msgDst.rules file before uninstalling the IR 40SP3 and copy it back as $IR_HOME/vs/spool/log/msgDst.rules file after uninstalling the IR 40SP3.

Service Pack          :       ir40sp4

(wi00368521)

-Lowered the priority of AVB006 alarm. The IR system will not dialout for this alarm any more.

(wi00331505)

- Placed a dump of the following Solaris 10 Utilities on the IR system under "$IR_HOME/export/optional_features" directory - 

SMCgdb     
gdb

SMCexpat     
expat

SMCliconv     
libiconv

SMCncurs     
ncurses

NOTE: The above utilities are delivered in a zipped file named "sfw_sol10.zip" that will reside on the system even after removal of the Service Pack 4 and above.

(wi00334572)

-Fixed the issue where on Netra T2000 systems IVRD applications developed with IVRD 6.1 and using t2v node are not selecting the correct VXI instance for executing the VXML application.
Service Pack          :       ir40sp6
(wi00576803)

- Enhanced the start_vs to avoid the RM driver load failure on Netra T2000.

(wi00428319)

- Enhanced start_vs to avoid multiple LM processes during system start.
Module Name
:
BACKREST

Dependency
:
AVir

Service Pack
:
ir40sp1

(wi00277123) 

- Fixed the issue where delbackup script failed to delete the .sys file created during scheduled full backups.

(wi00241366)

 - Fixed the issue where restback command used to throw "expr: syntax error".

Module Name
:
SC 

Dependency
: 
AVsc

Service Pack
:
ir40sp1

(wi00112385) 

- Tweaked the security constraints enforced by sci on .t, .h and .pl files. Now even a non-root user transferring the app on IR will be able to modify these files.

Service Pack
:
ir40sp3

(wi00332352) 

- Tweaked the security constraints enforced by sci on external function .t files. Now the non-root user transferring the app on IR will not see a "Process Stopped" message on the screen for these .t files.

Module Name
:
CTI

Dependency
:
AVctidip

Service Pack
:
ir40sp1

(wi00277119)

- Corrected the ctidip for avoiding the CSTA 44 exception leading to unsuccessful failovers.

(wi00290207)

- Fixed the issue where after doing "ir-pkgadd AVctidip", the CTI DIP web administration did not work correctly.

Service Pack
:
ir40sp3

(wi00347936)

-Upgraded JTAPI library to 4.2.2 Build 458.

(wi00281905)

-Included tsapiOptionmization & JVM heap memory settings for ctidip.

(wi00281923)

-Fixed the issue where NullPointerException seen during processing for call control events.

(wi00303431)

-Fixed the issue where the ctiRetrieve failed after cti dialing to off-pbx busy destination are attempted.

Service Pack            :              ir40sp4

(wi00362800)

-Updated JTAPI client to 5.2.0.474 version.

(wi00360540)

-Fixed the issue where the ctiRetrieve failed after cti dialing to off-pbx busy destinations are attempted.

(wi00370184)

- Fixed the issue to make the ctidip password unnoticeable in traces.

Note: All the CTI related WIs, functional and soak tests are performed with AES server version:


***********************************************************************


Application Enablement Services


***********************************************************************


Version: r4-2-2-31-0


Server Type: DELL1950


************** Patches Installed in this system are ***************


2


mvap-platform-4.2.2.482.1-1.noarch.rpm


kernel-smp-2.6.9-89.0.3.EL.i686.rpm

Module Name
:
XFER 

Dependency
:
AVxfer

Service Pack
:
ir40sp1

(wi00281925)

-Enhanced the XFERProc to return 'H' as return code to the TAS applications when caller hung up first after a successful bridging on LOOP protocol.
Service Pack
:
ir40sp6
(wi00462189)

-Fixed the issue where outport on IPL system getting stuck on XFERProc process while making outbound calls.

-Fixed the issue where XFERProc process dumping core while making outbound calls.
Module Name
:
WEBADM

Dependency
:
AVwebadm

Service Pack
:
ir40sp1

(wi00277270)

- Updated the IR webadmin help documentation to reflect the ASAI and VoIP configuration changes delivered in IR 4.0 GA

(wi00277265)

- Updated the IR webadmin help documentation to use correct ClassName and database URL for JDBC configurations.

(wi00106345)

-  Updated the IR webadmin help documentation to include the difference in the way invalid dtmf input is handled with remote / local dtmf recognition mode.

(wi00286879)

- Corrected the Solaris upgrade step #3 in the IR webadmin help documentation.

(wi00247996)

- Fixed the issue where snmpConfig command did not have execute permissions for the user 'root', once AVsnmp package was installed.

NOTE:

The existing AVsnmp package will be backed up as AVsnmp.OLD at $IR_HOME/export/optional_features location. The SP installation will upload the updated AVsnmp package under $IR_HOME/export/optional_features directory.

(wi00292317)

- Corrected the issue for Database CDH configuration, where in, if configured via webadm -Sysdata default was showing "Sys data collect interval=-1". Now it shows ""Sys data collect interval=0"    

Service Pack
:
ir40sp2

(wi00293943)

- Updated the IR webadmin help documentation for mentioning official limit for number of ASAI domains.

Service Pack
:
ir40sp3

(wi00348528)

-  Corrected syntax error of applDispatch.vxml file while using VXML DNIS_SVC services under Channel Services option

Service Pack            : 
ir40sp4

(wi00325097)

-  Fixed the issue where the "IR Help" link on Timeout webpage was not opening the Help Document Window.
Service Pack            :            ir40sp5

(wi00387845)

-Updated the IR webadmin help documentation to use only IP address of the IR system, while configuring the License Server.
Module Name
:
ADVRPT 

Dependency
:
AVadvrpt

Service Pack            :              ir40sp1

(wi00283940)

- Optimized the IR Application List generation procedure.Time overhead for generation of list has been reduced.

Module Name
:
DIALER

Dependency
:
AVdialer

Service Pack
:
ir40sp2

(wi00295951)

-Fixed agt_config command to display PC 4.X instead of PC 4.0 version.

Service Pack
:
ir40sp3

(wi00337155)

-Fixed the issue where the getarg external function in agt_chl script always returned -3 thus resulting in Answer and Annc being executed for each call.

Module Name 
: 
FAX

Dependency  
: 
AVnmsfax

Service Pack           :
ir40sp4
(wi00326957)

-Fixed the core dump issue when invalid arguments are passed to faxutil command.
Module Name 
: 
FAX

Dependency  
: 
AVfax

Service Pack           :
ir40sp5

(wi00374893)

- Faxtest command dumps core if run without arguments.
Module Name
:
EBS
Dependency
:
ebsIT

Service Pack
:
ir40sp2

(wi00309391)

-Fixed the issue where ebsIT throws compilation error for variable type’s time, date & decimal.

Module Name 
: 
AVsnmp

Dependency  
: 
AVir

Service Pack   
:       
ir40sp4

(wi00364718)

- Replaced the "AvayaIR2.mib" file with a new one "AvayaIR7.mib" that contains fix for parsing alarms correctly.

NOTE :  The fix is delivered in AVsnmp package under the $IR_HOME/export/optional_features directory.
You need to uninstall the existing AVsnmp package and reinstall the new package delivered with IR40SP4.

Known Issues:

· While running $IR_HOME/vs/mirror/mirror_admin cleanup command you might see following messages on screen & log files. These are caused by script trying to detach the sub mirrors of secondary hard disk. These messages can be ignored safely.

metaclear: waiting on /etc/lvm/lock 

metaclear:<host name-of system> : d9: metadevice is open 

metaclear:<host name-of system> : d1: metadevice is open 

metaclear:<host name-of system> : d3: metadevice is open 

metaclear:<host name-of system> : d5: metadevice is open 

metaclear:<host name-of system> : d6: metadevice is open 

metaclear:<host name-of system> : d7: metadevice is open 

metadb:<host name-of system>: invalid argument 

/AvayaIR/vs/mirror/.mirror_on: No such file or directory

INSTALLATION AND UNINSTALLATION:

    I.   Verify IR version:

       To determine the version of IR installed:

1. Log in to the Avaya IR system as root.

2. At the command prompt enter pkginfo -l AVir

3. If the VERSION returned is not 4.0.025, or if you receive an error when running this command, you need to first install IR 4.0. To obtain the software, please contact Services. 

    II. Download Instructions:

    1. The following files need to be downloaded from the Avaya Support Site:

       (i)   AvayaIR40SP6.003.0.tar.gz      
(IR service pack)
       (ii)  10_RecommendedSep10_Part1.zip  (Solaris patch cluster [09/10] for Solaris 10 - Part I)

       (iii)  10_RecommendedSep10_Part2.zip  (Solaris patch cluster [09/10] for Solaris 10 - Part II)
*** NOTE *** Please copy both the Parts of the Solaris Patch Cluster (Part1 and Part2) in /unused1 directory.

     2. Ensure that there is at least 2.0Gb of free space available in /unused1 by checking the output of the command

           df -kh /unused1
     3. Place the files mentioned in step 1 above in /unused1 either through an FTP in a binary format or by copying them from cdrom.

     4. Refer to the installation instructions now.

    III. Installation Instructions:

        A. Installing Solaris 10 patch cluster [09/10] for Solaris 10 from Avaya Support Site:

            1.  Log on to the Solaris 'system console' as root.

*** Note ***: A system console will allow you to interact with the system at a low level even when you place the system in a single user mode with "init s" as in steps below. On a system console, the output of the command "who am i" will show "console" instead of "pts/[0-9]*" as the  terminal line.

            2. Change directory to /unused1 using command "cd /unused1".
            3. Unzip both the parts of the patch cluster in the same directory using commands -


unzip 10_RecommendedSep10_Part1.zip


unzip 10_RecommendedSep10_Part2.zip
            4. Change directory to 10_Recommended using command "cd 10_Recommended".
            5. Read the complete CLUSTER_README file using command 



less  CLUSTER_README
            6. Issue the following commands to Stop the voice system:

                  
stop_vs

                  
stop_wait

                If local database is installed, issue the following commands to stop the database:-


a) For Oracle

                  
orastat

                  
stop_ora oracle


b) For PostGres


 
StopPostgres -f

            7.  Save the configuration of the current system to a single XML file.

                  
save_conf

                Flush all data from all UFS file systems to the disk before continuing:

                  
lockfs -fa

            8. Change the run level of the Solaris 10 system to a single user mode using the command "init s". Note that Single user mode requires access to the console.


                init s

               Enter root password again when prompted.

            9. Issue the following command to change to 10_Recommended directory


                
cd /unused1/10_Recommended

            10. Install the cluster using command "./installcluster --s10cluster".

            11. It will take around 90 Minutes for the complete patch cluster installation. Type following commands at console prompt to restart the Solaris system

                

/usr/sbin/lockfs -fa

                

/usr/sbin/reboot
Note: You may be prompted to several questions during the Patch Cluster Installation. Please answer all of them as "Y". You must review the patch cluster log after installation. The patch cluster is located under /var/sadm/install_data/s10s_rec_cluster_(short/verbose/session)_YYYY.MM.DD_HH.MM.SS.(log/dat)


************** CAUTION **************

The cluster installation script may need to be invoked up to two times (with a reboot in between) if patching an active boot environment, depending on the patch level of the target system.

If the OS software is Solaris 10 11/6 then patch cluster installation should be run twice with a reboot in-between. If this patch cluster is applied to an active boot environment that is running a kernel at a patch level below 118833-36, the cluster installation script will need to be invoked twice. Two reconfiguration reboots ('reboot -- -r') are required: one reboot after each invocation of the installation script. The two reconfiguration reboots are necessary because no more patches can be applied after installing patch 118833-36 until the system is rebooted. All subsequent patches in this patch cluster will fail to install until the system is rebooted. To complete the patch cluster installation, perform a reconfiguration reboot of the system and then invoke the cluster install script again.

Refer to the CLUSTER_README file for more details on the Patch Cluster contents. You could use the command "less CLUSTER_README" to read the file.
******************************************
        B. Installing Avaya IR 4.0 Service Pack 6:

            1. Login to IR as root.

            2. Verify that the system has Avaya IR 4.0 installed (see instructions above - I).

            3. Stop the voice system (if required) using the command:

stop_vs

stop_wait


NOTE: If local oracle is installed, stop oracle using the following commands:

orastat

stop_ora oracle


If Postgres is previously setup then stop it using the following command:

StopPostgres -f


And to flush all data from all UFS file systems to the disk before continuing:

lockfs -fa

            4. Remove any existing Service Pack / IR patches from the system using command

pkgrm <PATCH_NAME>


You can use following command to list the currently installed patches on the system

pkginfo -c ivr  | egrep -i "patch|Service Pack"

           5. Check if the directory $IR_HOME/export/patch exists. If not, then create directory      $IR_HOME/export/patch using the following command 

mkdir  $IR_HOME/export/patch

            6. Change directory to the $IR_HOME/export/patch location with the following command

cd $IR_HOME/export/patch

            7. Copy the file AvayaIR40SP6.003.0.tar.gz to the directory $IR_HOME/export/patch.  


            8. Unzip the service pack by running "gunzip AvayaIR40SP6.003.0.tar.gz" at the command prompt. 

            9. Untar the service pack by running "tar -xf AvayaIR40SP6.003.0.tar" at the command prompt. 

          10. Execute the service pack installation script by running the following command: 

./AvayaIR40SP6/ir40sp6_install
Follow the instructions on the screen, answering questions appropriately.  After the successful SP6 installation, reboot the IR system using command shutdown -y -i6 -g0
         11. From now on use "ir-pkgadd <ir pkg name>" instead of pkgadd for installing any optional features of IR.

                *** NOTE:   

                    a.  Do not use ir-pkgadd to add optional features "AVdm", "ebs*" and "tdd". 

                    b.  After you add optional feature "AVnms", make sure that you run "nms.install" manually. 

        12. You need to recompile all the TAS applications in order to avail TAS external function fixes delivered by the Service Pack.

        13. You can clean up all the files in $IR_HOME/export/patch and reclaim the space.

        14. If local oracle is installed, and you stopped it as per step 3 above, then you need to start oracle using the following commands:



 orastat



 start_ora oracle


If Postgres is previously setup & stopped then start it using following command:



 StartPostgres

           15. Start the voice system using command: start_vs
    IV. Uninstall Instructions:

        1. Login to the IR system as root.

        2. Stop the voice system using command stop_vs.

        3. Type: pkgrm ir40sp6
        4. Start the voice system using command: start_vs
   V. Uninstall Instructions for Solaris Patch Cluster:

1. The uninstall of the Solaris Patch Cluster should be performed in single-user mode (run level S). 
2. To remove the patch cluster you need to execute the script "rm_cluster" in the patch cluster directory.
3. If removing patches from an active boot environment, a reconfiguration reboot ('reboot -r') is needed to deactivate certain objects which have been patched, such as the Kernel. Some of these patches specify that a reboot must occur immediately after the patch is uninstalled on an active boot environment. 
4. At least two reconfiguration reboots are necessary because no more patches can be removed until the system is rebooted.  All subsequent patches in this patch cluster will fail to uninstall until the system is rebooted. 

To complete the patch cluster un-installation, perform a reconfiguration reboot of the system and then invoke rm_cluster script again.

    VI.   Technical Support:

Domestic - 800-242-2121
International - http://support.avaya.com. Select Support Directory and then select the desired country name
