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1. INTRODUCTION

This work aid is intended as a quick reference to assist in the setup and accelerated learning of
the Solution Deployment Manager (SDM) feature that is part of System Manager Release 7.0.

Always refer to support.avaya.com for the latest official documentation.

1.1 Documentation map
Purpose

Document

Section in the document

1 To set up inventory | Administering Avaya Aura® System | Managing inventory
and discovery Manager for Release 7.0
2 | To use Solution Administering Avaya Aura® System | Solution deployment and
Deployment Manager for Release 7.0 upgrade
Manager
3 | Todeploy Aura 7.0 | Deploying Avaya Aura® -
applications using applications
SDM
4 | To use SDM to Upgrading and Migrating Avaya -
Upgrade or Aura® applications to Release 7.0
Migrate Aura 7.0
applications
5 | To upgrade System | Upgrading Avaya Aura® System -
Manager on Avaya | Manager to Release 7.0
Appliance and
Customer-Provided
VE
6 | AvayaAura7.0 Avaya Aura 7 Offer Definition https://sales.avaya.com/docume
Offering nts/1399584208566

1.2 How to Videos

Table 1: Documentation map

1) Installing Avaya Aura Solution Deployment Manager (SDM) Client
e Avaya Knowledge Base link: https://kb.avaya.com/kb/index?page=content&id=VIDEO101131
e YouTube link: https://youtu.be/2-pHPcftTCs

2) Install Avaya Appliance Virtualization Platform (AVP)
e Avaya Knowledge Base link:

https://kb.avaya.com/kb/index?page=content&id=VIDEO101120

e YouTube link: https://youtu.be/7y83M7iXJgs

3) Installing Utility Services
e Avaya Knowledge Base link: https://kb.avaya.com/kb/index?page=content&id=VIDEO101129
e YouTube link: https://lyoutu.be/IA9CO5dWKzs

1.3 Overview and Document Scope
In the Avaya Aura® 7.0, System Manager continues to enhance the Avaya Aura® management

experience and reduce the customers total cost of ownership with the introduction of a new

software management solution.

Solution Deployment Manager (SDM) is a centralized software management solution in

System Manager that enables deployment, upgrades, migrations, and updates to the suite of

Avaya Aura’ 7.0 applications. Solution Deployment Manager supports these operations on
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customer Virtualized Environment and Avaya Provided Appliances that is based on the
Appliance Virtualization Platform (AVP). This document focuses on Upgrade Management
which consists of migrating/upgrading and updates for Avaya Aura elements.

In System Manager Release 7.0, SDM supports Automated upgrades/updates for following
elements:
= Linux based Communication Manager release 5.2.1 and its associated devices, such
as Gateways, TN boards, and Media Modules.
= System Platform based Communication Manager release 6.x, Branch Session
Manager 6.x and Utility Services 6.x that are included in the CM Templates.
= Communication Manager Messaging running as a service with the various
Communication Manager templates.
= Linux-based Session Manager 6.x.

The primary benefits in using the Avaya Aura® 7 automated upgrade-migration capabilities are:

= To move from a manual step-by-step procedure local to the application server to an
automated migration procedure.

= To drive application upgrades and migrations remotely from a centralized System
Manager.

= To eliminate time lost waiting for each next step in the upgrade-migration process,
by using an automated sequencing of tasks with the application upgrade-migration
events running in the background without manual intervention.

=  To move from multiple manual tasks that require human intervention that can be
error prone, to reliable integrated checks that assess and confirm upgrade-migration
readiness

1.4 Automated Avaya Aura Upgrade-Migration and Update Description
In System Manager 7.0, several Avaya Aura® applications will support an automated migration
path orchestrated by the centralized System Manager - Solution Deployment Manager service.
The term “migration” is intended to cover upgrade situations where there is a hardware server
change, OS change or Hypervisor change. In these types of scenarios, there can be requirements
to perform manual tasks such as backup and restore configuration data; load or unload patches;
and deploy new application versions. The automated upgrade-migration process via System
Manager was first introduced for Communication Manager 6.x to 6.3.6 upgrades in the Feature
Pack 4 timeframe and is enhanced to support simplified upgrade and migration procedures in
Avaya Aura® 7.

The automated functionality provided by the Solution Deployment Manager will be phased in
throughout the Avaya Aura® 7 releases and feature packs. The initial development in System
Manager 7 is focused on automating the migrations of System Platform based Communication
Manager (CM) and Branch Session Manager (BSM) release 6.x; as well as the Red Hat Linux based
Session Manager (SM) release 6.x and Communication Manager (CM) release 5.2.1 applications.
The auto-migration functionality is applicable to the Avaya Provided Appliance Offer introduced
as part of Avaya Aura® 7, and to the Avaya Aura® Customer Provided Virtualized Environment.
Migrations of Communication Manager include any software or firmware upgrades to Media
Modules, TN Boards and Media Gateways.



Automated upgrade-migration tasks include: applying pre-migration Patch, perform a backup of
the existing translations and configuration; deploy the Avaya Aura® 7 applications into the
VMware environment; and restoring the data from backup.

Solution Deployment Manager also includes a Pre-Upgrade/Migration check that must to be run
prior to scheduling or executing an application upgrade-migration. The Pre-Upgrade/Migration
checks will reduce failures and errors in the field. Pre-upgrade/migration checks include items
such as, hardware compatibility (supported server types — Appliance Offer only); validate
required software files are downloaded and available in the Software Library; and if there is
sufficient CPU, Memory and Hard disk to deploy the Avaya Aura® 7 applications.

For Avaya Aura® 7 migrations, there will be a manual step to install the Appliance Virtualization
Platform (AVP). Future releases of Solution Deployment Manager will include the Appliance
Virtualization Platform deployment as part of the end-to-end automated migration process.
Future releases of System Manager will also extend the automated steps to other Avaya Aura®
Applications.

The Solution Deployment Manager also has the ability to perform automated updates such as
applying Patches, Service Packs and Feature Packs to applications running on a customer’s Aura
solution. Applications supporting automated updates include: Communication Manager,
Communication Manager Messaging, Branch Session Manager, Session Manager and Utility
Services. There is also the ability to patch the Appliance Virtualization Platform (AVP). Future
releases of System Manager will also extend the automated update steps to other Avaya Aura®
Applications

The Solution Deployment Manager is capable of performing up to 100 simultaneous
application/TN Boards/Media Modules upgrade-migration and update jobs at one time. Check
Capacity Section 3.3 for more details. When the System Manager’s Scheduler is used in

conjunction with the Solution Deployment Manager’s ability to run upgrades-migrations and
updates in parallel, a significant reduction in the time to upgrade-migrate Avaya Aura® elements
can be achieved.

Avaya Aura applications that does not support the automated upgrade-migration and update in
System Manager 7.0, will be supported in future releases. Currently, some manual procedures
are used that require a manual backup, Avaya Aura OVA deployment, and manual restore.

1.5 Big Picture Workflow View
In this section, we provide a high-level overview of using Solution Deployment Manager (SDM) to
perform Automated Avaya Aura Application upgrades-migrations and updates. Subsequent
sections of this document are intended to provide the detailed steps required to successfully use
SDM for Application upgrades-migrations and updates.

Once System Manager 7.0 is operational, the first step in enabling the automated capabilities is
to set ensure the supported applications; Communication Manager (CM) Release 5.2.1 and 6.x,
Branch Session manager (BSM) Release 6.x and Session Manager (SM) 6.x are defined in the
System Manager Elements page. This can be done by using the automated discovery capability
(using SNMP) for CM or by manually adding the element to the System Manager Elements Page
for SM and BSM. The configuration associated with these elements enable the SDM service to



probe the applications for detailed information related to the current software versions running
on the application and hardware in the case of TN Boards, Media Modules and Media Gateways.

The next step is to configure SDM. There are two key pieces of configuration that need to be
completed once the elements are defined in the Elements Page in System Manager.

1) Define User Settings:

Within this configuration area, SDM is provided all the details to login into PLDS so that
software versions discovered on the applications running in the customer network can be
compared to what the customer is entitled to. Once this Analysis is complete SDM will
provide the option to the customer to download all the required software and files needed to
perform the upgrade or update.

Customers who do not allow external connections from System Manager - SDM to PLDS can
login to PLDS from a customer’s web browser and manually download all required software
and files. The downloaded software is stored on a customer supplied server which SDM
defines as an Alternate Source. The Alternate Source is used as the reference point when
performing the Analysis function that compares what applications versions the customer is
running and what they are entitled to.

Only one setting is required, a customer would use either the PLDS interface or the Alternate
Source. The Alternate Source would have more manual intervention because the customer is
manually selecting all entitled software and files; and downloading the files to the customer
network. When using the PLDS option, SDM will automatically analyze the software, gather
the entitlements and download the required software and files (if elected to buy customer)
to the defined software library. Customer Entitlements are tied to a customer’s SOLD-To
identification.

2) Define the Software Library:

The Software Library can be on System Manager or on a Customer-Provided Server. The
library contains all the software that will be used when doing an upgrade-migration of
update. When System Manager is utilized as the Software Library, 25GB (profile 1 and 2) or
50GB (Profile 3) of space is allocated depending on the Profile used during the System
Manager deployment. If more space is needed and external Library can be deployed by the
customer and defined in SDM.

Once the Elements are listed in the Elements Page and the SDM configuration is complete, the
customer can open the SDM User Interface and run a Refresh Element which will initiate a
connection from SMGR-SDM to the supported elements (CM, BSM, SM) to perform a second
level inventory. The second level inventory is a service in SDM that probes the applications for
detailed software version information.

When the second level inventory is complete, the customer can then run the ANALYSIS function
from the SDM User Interface. The ANALYSIS function is what compares what is running on the
customer’s Aura solution to what the customer is entitled to. Depending on the User Settings,
the ANALYSIS function will use PLDS or the Alternate Source to do the comparison. SDM uses a
configuration file called ‘versions.xml’ to perform the comparison.



Once the ANALYSIS function is complete, the customer is presented in SDM, a view of what
applications have software running that can be upgraded or updated based on the customer’s
entitlements.

At this point, the customer can select anyone of the Elements that have a software upgrade or
update pending. Once the Element is selected, the customer is required to run a pre-upgrade
check that will ensure everything is in place to perform a successful upgrade or update. Once the
pre-upgrade check is complete and successful the customer can run the upgrade or update
immediately or schedule the job. Information on simultaneous jobs is provided in the Capacity
section.



1.6 Definitions and Acronyms

Following are some acronyms used throughout this document:

Term \ Meaning
AES Application Enablement Services
AVP Appliance Virtualization Platform
BSM Branch Session Manager
CM Communication Manager
CMM Communication Manager Messaging
DNS Domain Name Service
FQDN Fully Qualified Domain Name
GUI Graphical User Interface
GW Avaya H.248 Media Gateway
HA High Availability
H.248 Media Gateway Control protocol
LDAP Lightweight Directory Access Protocol
PLDS Product Licensing and Delivery System
SDM Solution Deployment Manager
SIP Session Initiation Protocol
SM Session Manager
SMGR System Manager
SP System Platform
SSH Secure Shell
SMI System Management Interface (Communication
Manager)
us Utility Services
Same Box Same Box

Table 2: Definitions and Acronyms




2. SETTING ENVIRONMENT FOR SYSTEM MANAGER SOLUTION DEPLOYMENT
MANAGER
This section identifies the different configuration areas for setting up the SMGR Solution

Deployment Manager.
There are 3 main tasks of System Manager SDM process:

1. SDM Configuration Settings (One Time Configurations):
= User Settings (Setup System Manager for PLDS access or Alternate Source)
= Sync Settings
=  Software Library

Note: You can use User Settings or Sync Settings to upgrade or update the elements.

2. Managing Elements Inventory (Automatic Inventory collection or manual adding
Managed Elements into the Inventory).

3. Upgrade process execution.
= Staging
= Upgrade

2.1 Solution Deployment Manager Configuration settings

The configuration settings are required so SDM has information about the following:
1) What software versions customers are entitled to

2) Where SDM can download the software that is required for upgrade or update
3) Where software will be downloaded to (Library)

One Time Configurations
There are few settings which are required before we start to upgrade/update any element. These
configurations are required for SDM to know what state the system is in and what the customers
are entitled to.

1. Navigate to Home/Services/Solution Deployment Manager/User
Settings

2. There are two options either to use Alternate Source or provide PLDS
Configuration.

3. User Settings are required for SDM to read version xml files to know
the software entitlements for the user.

4. User Settings are also required to download the files available in
PLDS or Alternate Source.

1. Sync settings consists uploading latest version xml files to
SSUM_HOME/resources/versionsxml

2. Sync settings also consist of uploading downloaded software to
software library.

1. Navigate to Home/Services/Solution Deployment Manager/Software
Library Management.

2. Software Library comes with a default local library
SMGR_DEFAULT_LOCAL (Storage capacity: 25GB for Profile 1 & 2 and
50GB for Profile 3) which stores downloaded software on System

User Settings

Sync Settings

Manager.
Software 3. If admin wants to configure remote library, it can be done by clicking
Library New, and providing necessary information.

4. Local library SMGR_DEFAULT_LIBRARY cannot be used for updating
Media Gateway, Media Module and TN Boards in System Manager
release 7.0, but it is in planning for the first System Manager 7.0.1
Feature Pack.

5. If the same file server is used for alternate source and software
library, make sure to use separate directory for s/w library and




‘ alternate source.

Table 3: One Time Configuration Details

2.1.1 User Settings

User Settings consists of two types of configuration. Depending on the need, one of the

options can be used.

=  PLDS Credentials
= Alternate Source

Setup PLDS access

Using your PLDS account log into the PLDS (http://plds.avaya.com) and get your Company

ID

A Home Page

¥ Users

My Company

Home

Quick Activation

AvAyA Home Asselts Actvation Reports Administration Help Log owt

Status

Company Profile Maintenance (D TEST123- TEST123)

S Get your
Overview
e Company ID
|_Company Information g S—

Figure 1: PLDS Account Details
Access the System Manager link Home/Services/Solution Deployment Manager/ User
Settings. Select the checkbox Use Avaya Support Site. Provide $SO User name, SSO
password, Company ID. This will be used for getting entitlements for Analyze and artifacts

(software and files) for download.

Home / Services / Solution Deployment Manager [ User Settings

User Settings

Source Configuration
Use Avaya Support Site

Alternate Source

PLDS Configuration (to Use Avaya Support Site)
* 880 User Name

* SS0 Password
*  Confirm SSO Password

* Company ID

Proxy Settings (to Use Avaya Support Site)
Use Proxy

Host

Port

User
Password

Confirm Password

http://148.147.214,158/alternate_
sumdevplds
sessccRReS

AVAYA

0

Figure 2: User Settings Page
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Setting up Alternate Source
If a customer doesn’t have or allow internet connectivity from System Manager to Avaya
PLDS, an alternate source can be configured. The Alternate Source is a local server defined
in the customer’s network that will be used store versions xml files for the different
elements that can be upgraded from SDM and the software that will be used as part of the
upgrade or update. The versions xml files contains information about the software versions
a customer is entitled to upgrade or update
Versions XML Files
The latest versions XML file can be found at
ftp://ftp.avaya.com/incoming/Uplcku9/tsoweb/SUM/, there are 8 versions xml file listed
below:

= versions_bsm.xml

= versions_compatibility.xml

= versions_sp.xml

= versions_us.xml

= versions.xml

= versions_systemplatform.xml

= versions_cmm.xml

= versions_others.xml
Software Files
Customer will have to download the required software files (1ISO, OVAs, bin, etc.) from PLDS
and upload to alternate source.
Configuring Alternate Source
An Alternate Source can be used for copying latest versions xml files and downloaded
software from PLDS.
To configure alternate source access the System Manager link Home/Services/Solution
Deployment Manager/ User Settings. Uncheck the checkbox Use Avaya Support Site and
provide Alternate Source, this would require an http URL.
Copy the above mentioned version xml files and downloaded software files from PLDS in
the alternate source.
For example: http://<IP>/SDMDATA/ where SDMDATA is an example of the directory name
where Software artifacts can be stored. Copy above mentioned version xml files at location
SDMDATA directory.
Note: An example of Apache http server is provided for reference to configure alternate
source. Refer to Appendix A - Installing a HTTP server on Windows Environment

Index of /SDMDATA

Hame Last modified Size Description

3 Parent Directory -

ﬁ 00.0.440.0-1003.tax 25-Jun-2015 07:09 3.7
@ BSM-7.0.0.0.124002-e55-01.0va 23-Jun-2015 11:50 1.9G
@ CHM-Simplex—-07.0.0.0.440-e55-0.0ova 15-Jun-2015 18:08 T53M
@ SM-7.0.0.0.124002-e55-01.0va 17-Jun-2015 08:36 2.0G
U5-7.0.0.0.0.10-255-01 OWVF10.o0wva 21-Jun-2015 17:15 1.0G
doetility-7.0.0.0.124002.bin 16—Jun-2015 18:48 1.1M
wersions.html 16-Jul-2015 13:11 481

wersions.xml 16-Jul-2015 13:12 1.7M
wersions.xsl 16-Jul-2015 13:12 1.8K
wersions ASCA.html 16-Jul-2015 13:12 496

wersions bsm.xml 16-Jul-2015 13:13 11K
wersions cmm.xml 16-Jul-2015 13:13 11K
wversions compatibility.xml 16—-Jul-2015 13:13 7.9
wersions others.xml 16—Jul-2015 13:13 1.9
wversions sp.xml 16—Jul-2015 13:13 6.5K
wversions systemplatform.xml 16—Jul-2015 13:14 15K
% wversions us.xml 16—Jul-2015 13:14 5.7

Apache’2.2.3 (Red Hat) Server ar 135.0.48. 170 Port 80

Figure 3: Alternate Source Link
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2.1.2 Sync Settings

If a customer doesn’t have internet connectivity from System Manager to PLDS and doesn’t
want to configure alternate source, there is also an option to sync version xml files and
downloaded software to software library using System Manager.

System Manager comes with pre-configured version xml files for GA Versions of the Avaya
Aura applications which will automatically be parsed and the versions will be available on
Home/Services/Solution Deployment Manager/Download Management.

Version XML Files
The latest versions XML file can be found at
ftp://ftp.avaya.com/incoming/Uplcku9/tsoweb/SUM/, there are 8 versions xml file listed
below:

= versions_bsm.xml

= versions_compatibility.xml

= versions_sp.xml

= versions_us.xml

= versions.xml

= versions_systemplatform.xml

= versions_cmm.xml

= versions_others.xml

To get updated data about the latest software versions available, the latest versions xml
files can be copied from in System Manager at $SUM_HOME/resources/versionsxml
directory. 7.0.1 Feature Pack will have the capability to upload version xml files from
System Manager web interface.

After the files are copied in System Manager navigate to Home/Services/Solution
Deployment Manager/Download Management, click on Refresh Families to refresh the
data available in versions XML files.

Software Files
Navigate to “Home/Services/Solution Deployment Manager/Software Library
Management” and click “Manage Files” to reach following screen.

Home / Services / Solution Deployment Manager / Software Library Management
Help ?
2\ status
Software Library Files
Manage the files screen lists all the files from all the configured software libraries that are configured. Use this screen to view and delete files from software libraries. Click
"Done" to go back to the Software Library screen.
View Delete
11tem & Show|All[+] Filter: Enable
7] | File Name Device Type Software Type | Version Hardware Compatibility | File Length Software Library
[ SMrSmelex-07.0.0.0.890"  cy gimplasx OVA Templsts  7.0.0.0.440 N/ 785241856 SMGR_DEFAULT_LOCAL
Select : All, None
Sync Files from directory
The files which needs to be added to the software library should be placed manually in the path "/swlibrary/staging/sync/” on the System Manager. Once files are placed,
refreshing the below table will display those files. Populate data in the table below and click "Sync”. Files will be added to the Software Library.
0ltems & Show Al[+] Filter: Enable
File Name MD35 Checksum Software Library Product Family Device Type Software Type
No data found.
Done

Figure 4: Software Library Management - Manage Files Page

12
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Copy the required file manually to path “/swlibrary/staging/sync/” on the System
Manager. Once done, that file will be listed in the bottom table on Ul.

Sync Files from directory

The files which needs to be added to the software library should be placed manually in the path "/swlibrary/staging/sync/" on the System Manager. Once files are placed,
refreshing the below table will display these files. Populate data in the table below and click "Sync". Files will be added to the Software Library.

1ltem = Show All[s] Filter: Enable
B |File Name |nns Checksum Software Library Product Family Device Type

CM-Simplex-
[[] 07.0.0.0.439- [1a33de3d24e=3f45dfedd3=gE [Select [=] [Media Sarvers [=] [cM_simplex

e55-0.ova
4 . | »
Select : All, None

Figure 5: Sync Files from directory section
In case the file is already in versions xml, the fields like ‘Product Family’, ‘Device Type’,
‘Software Type’ and ‘MD5 Checksum’ will be auto populated.
If entry of the file is not in versions xml, the value of fields will not be pre-populated. In
such cases, the file cannot be used in Upgrade Management for upgrade. Only fresh
deployment through VM management and custom patching can be done for such files.
Fill in the required data and select the row.

Sync Files from directory

The files which needs to be added to the software library should be placed manually in the path "/swlibrary/staging/sync/” on the System Manager. Once files are placed,
refreshing the below table will display those files. Populate data in the table below and click "Sync”. Files will be added to the Software Library

1ltem & Show|All[+] Filter: Enable
|F|Ie Name |HD5 Checksum Software Library Product Family Device Type
CM-Simplex-
07.0.0.0.435- |1a33d83d24ee3f45dfEdd3est |SMGR_DEFAULT_LOCAL - 127.0.0.1 [+| |Media Servers [«] [cM_simplex
255-0.0va
[ i ] D
Select : All, None

Figure 6: Sync Files from directory section
On click of ‘Sync’, you will see a message pop-up which mentions if the job is scheduled
or not.

File Sync Started Message ®

1. Job Scheduled for file CM-Simplex-07.0.0.0.439-e55-0.0va

Mote : Please check job status under "Home / Services [ Scheduler / Pending Jobs"

Figure 7: File Sync started pop-up message
To check the status of job, navigate to “Home/Services/Scheduler/Pending Jobs”.
Once job is successful, the file should appear in Software Library and get removed from

sync table.

Note: If the version xml file doesn’t have the patch which needs to be updated, it needs
to be uploaded as Custom Patch.

If the patch is available in version xml file the fields like MD5 Checksum, Product
Family, Device Type will be pre-populated.

Here is the list of what values should be selected for which element for custom patch

Element Product Family \ Device Type Software Type
Communication Media Servers Avaya Aura (R) Communication CM Custom Patch
Manager Manager VE
Utility Services Utility Server Custom Patch Custom Patch
Session Session Manager | Custom Patch Custom Patch
Manager
Branch Session Branch Session Custom Patch Custom Patch
Manager Manager
Communication | Communication Avaya Aura(R) Communication CMM Custom Patch
Manager Manager Manager Messaging VE
Messaging Messaging

Table 4: Values for Sync Files for different elements

13



2.1.3 Software Library Management
Software Library is typically a file server which supports SCP, SFTP or FTP protocol.

Software Library is required for storing software files download from PLDS or Alternate
Source or synced using Sync option. These software files are later used for migration and
patching of the elements.

Navigate to Home/Services/Solution Deployment Manager/Software Library Management
for configuring Software Library.

There is option to configure multiple software libraries. There is a default software library
which is pre-configured in System Manager. The partition of /swlibrary on System Manager
is dedicated for local software library which has 25 GB of storage capacity on System
Manager Profile 1 & Profile 2 and 50 GB storage capacity on System Manager Profile 3.

A large enterprise that may have many different deployments could require more space
than allocated to local software library, in this case a remote software library can be
configured. All the software files will be downloaded to that remote library (if selected
during download and sync).

Note: An example of Filezilla FTP server is provided for reference to configure software
library. Refer to Appendix A - Installing a FTP server Windows Environment

Add the software library on System Manager as follows:

1) Library Server Details — Basic details of the library and the path where you want to copy
the downloaded software. Once can choose Local Survivable Processor which means
that the LSP can be used as software library. The IP address field will become a drop-
down and the LSPs which are configured in /Home/Services/Inventory/Manage
Elements will show up in the drop-down.

Only SCP and FTP Configuration Tab will be available.

2) SCP Configurations — Provide username and password if the library server supports SCP
protocol.

3) SFTP Configurations — Provide username and password if the library server supports
sftp protocol.

4) FTP Configurations — Provide username and password if the library server supports ftp
protocol.

5) HTTP/HTTPS Configurations — The http/https protocol here is not used to upload
software to software library. Instead the System Platform based CM uses the
HTTP/HTTPS configuration to retrieve the software/firmware files from the software
library during the upgrade (6.x to 6.x) process.
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\Add Software Library

|A software library contains files that can be used to upgrade the software and firmware of elements.

Use this screen to create a software library and to provide its protocol configurations like FTP, SCP, SFTP and HTTR/HTTPs. System Manager uses the
FTP/SCP/SFTP configuration to transfer files to a remote software library during the software/firmware download process. The IP Office use the HTTP/HTTPS
lconfiguration to retrieve the software/firmware files from the software library during the upgrade process.

[The System Platform based CM uses the the HTTP/HTTPS configuration to retrieve the software/firmware files from the software library during the upgrade (6.x to
I6.%) process.

[ Commlt] [ Clear Conﬁgurat.ion] Cancel

ﬁ SCP Configuration (S) SFTP C on (T) FTP Ci ion (F) HTTP/HTTPS Configuration (H) J

Remote Library

Local Survivable Processor(LSP)

* Name |RemutaL\brary1
* IP Address |14B.147.216.200

* Server Path |,’I\brary

Default Library

(Enter the values for the mandatory fields in the protocol configuration
tab you selected.)

* Default Protocol

[ Commlt] [ Clear Configuration Cancel

Figure 8: Adding Software Library — Server Details

Library Server Details (L) * _ SFTP Configuration (T) FTP Configuration (F) HTTP/HTTPS Configuration (H) ]

Enable SCP

* User Name |scpuser ‘

* Password

* Confirm Password

Figure 9: Adding Software Library — SCP Configuration

Library Server Details (L) * SCP Configuration (S) _ FTP Configuration (F) HTTP/HTTPS Configuration (H)

Enable SFTP

* User Name |5ftpusar |

* Password |

* Confirm Password |u

Figure 10: Adding Software Library — SFTP Configuration

Library Server Details (L) * SCP Configuration (S) SFTP Configuration (T) _ HTTP/HTTPS Configuration (H)

Enable FTP el

* User Name ‘ftpuser ‘

* Password ‘-n--n ‘

* Confirm Password ‘--“--- ‘

Figure 11: Adding Software Library — FTP Configuration
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2.2 Things to know for configuring your elements in System Manager
Manage Elements
Upgrades and Updates are dependent on elements which are added in Manage Elements
under Home/Services/Inventory/Manage Elements. Elements can be discovered using
Subnet Discovery (see Appendix C for more details) or manually adding in Manage
Elements.
1. | Enable SNMP Configuration in Communication Manager. See Appendix B for details.
2. | ltis required to provide SNMP Configuration in Manage Elements configured on a
specific CM. See Appendix B for details. This access information is required for
fetching the release and configuration data from CM.
3. | If the CM is System Platform based, make sure to add System Platform in the
Manage Elements manually or using discovery.
4. | If the CM is discovered using subnet discovery, edit the CM entry in Manage
Elements to add SNMP access attributes configured on your CM.
5. | For CM Duplex case - make sure both the CMs are added in Manage Elements.
6. | For CM Duplex case - while manually adding Primary CM, provide Standby IP in
Alternate IP field on the SMGR Manage Elements Ul.
7. | For CM Duplex case - while manually adding Standby CM, provide Active IP in
Alternate IP field on the System Manager Manage Elements Ul.
8. | For CM Duplex case - while manually adding Standby CM, make sure to “Add to
Communication Manager” checkbox is unchecked on the System Manager Manage
Elements Ul.

9. | Create a prof18 user on CM which would be required for migration to 7.0.
Table 5: Configuring Communication Manager in Manage Elements

System Platform |

1. | Manually adding System Platform, make sure to add admin and root user
credentials, this is required to discover VMs running on System Platform.

If System Platform is discovered using Subnet Discovery, ensure that you edit and
add admin and root user credentials.

2. | The discovery of the System Platform automatically adds Template (The System
Platform template which consists of the Virtual Machines deployed is added as an
element in Manage Elements) and Utility Services (if available) in to
/Home/Services/Inventory/Manage Elements.

3. | The other VMs running under System Platform needs to be either manually added in
Manage Elements or to be discovered using Subnet Discovery.

4. | If System Platform is added as the first element, you must run Refresh Element

again on System Platform once all the System Platform VMs are added.
Table 6: Configuring System Platform in Manage Elements

Session Manager & Branch Session Manager \

1. | SM and BSM must be added manually in Manage Elements, the subnet discovery is
not supported for SM and BSM.

2. | Before adding SM and BSM, SIP Entity is required to be created from
Home/Elements/Routing/SIP Entities.

3. | Ensure that you add System Platform associated with BSM.

4. | To get the current version of SM or BSM, ensure that SM or BSM is managed by

System Manager.
Table 7: Configuring Session Manage & Branch Session Manager in Manage Elements




Media Gateway \

1. | Ensure SNMP is enabled for your Media Gateway. See Appendix B for details.

2. | Configure SNMP Attributes in System Manager Manage Elements. See Appendix B
for details.

3. | Media Gateway cannot be updated using local software library. Only remote
software library can be used for updating Media Gateways.

4. | FTP is the only supported protocol to be configured in Remote Software Library to

update Media Gateways.
Table 8: Configuring Media Gateway in Manage Elements

Media Module & TN Board

1. | Media Modules and TN Boards are automatically added to Manage Elements on
discovery of Media Gateways and CM respectively.

2. | Media Modules and TN Boards cannot be updated using local System Manager
software library. Only remote software library can be used for updating Media
Modules and TN Boards.

3. | SCPis the only supported protocol to be configured in Remote Software Library to
update TN Boards.

4. | The TN Boards firmware will always be uploaded to the home directory of the SCP
user configured in Software Library irrespective of whatever path is provided in

Software Library “Library Server Details”.
Table 9: Configuring Media Module & TN Boards in Manage Elements

Communication Manager Messaging (CMM)

Only CMM running as a service is supported for migration to Release 7.0.

CMM will automatically be added in Manage Elements on discovery of CM.

CM will be the parent of CMM added.

CMM will be upgraded to a new VM.

There is no automatic backup and restore of CMM running as a service. It is
recommended to take manual backup of CMM files (follow element specific guide
for the steps) and do manual restore if required.

6. | SDM doesn’t support backup/restore of CMM as the size of the backup may be
very large which could occupy all the space on System Manager.

7. | Make sure to install CMM RFUs (A9021rf+i.rpm and C1317rf+i.rpm from support

site) before taking backup on 5.2.1.
Table 10: Configuring Communication Manager Messaging in Manage Elements
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2.3 Upgrade Release Selection
System Manager SDM supports backward compatibility for features provided in System

Manager Release 6.3.8. This can be achieved by using Upgrade Release Selection. For changing
SDM release settings navigate to Home/Services/Solution Deployment Manager/Upgrade
Release Selection.

=  For upgrade to Release 6.3.8, choose SMIGR 6.3.8 from Upgrade to release drop-down
and Commit.
=  For upgrade to Release 7.0 and above, choose SMGR 7.0 from Upgrade to release
drop-down and Commit.
Based on the Upgrade Release Selection, the page Home/Services/Solution Deployment

Manager/Upgrade Management would display 6.3.8 or 7.0 User Interface.

The 6.3.8 user interface provides the flow for Communication Manager upgrades till CM 6.x
release.

The 7.0 user interface provides the flow to upgrade Communication Manager, Communication
Manager Messaging, Session Manager, Branch Session Manager and Utility Services to 7.0
release.

Home [ Services { Solution Deployment Manager [ Upgrade Release Selection

Upgrade Release Selection

o Select the Upgrade Release Version for the upgrade. Default selected release is 7.0. If Release 6.3.8 is selected, then
6.3.8 Release based on entitlements.

Upgrade to release: | SMGR 7.0 E

Note : Release 7.0 is selected.All elements would be upgraded to Release 7.0 from the Upgrade Management page.

Figure 12: Upgrade Release Selection Page
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3. STAGING

Before we can start upgrading, stage the upgrade so that that we know that upgrade will be

successful. Navigate to Home/Services/Solution Deployment Manager/Upgrade Management for
staging the elements to be upgraded.
The staging steps are divided into 4 steps:

Staging Step \

Description
1. Refresh Element fetches the current state of the element for which the
operation is triggered.

Refresh Element(s)

2. It is recommended that before start of any upgrade/update operation
the element is refreshed.

3. Refresh element fetches the current version of the element and
updates Current Version column.

1. Analyze operation parses the versions xml files available either on PLDS
or alternate source or local source

2. It checks the current version populated by Refresh Element and checks
entitlements based on Current Version.

3. Entitlements are based on the Customer’s Sold To Identification
configured in User Settings for PLDS connections.

4. If an alternate or local source is used then all the entitled versions

Analyze defined in the version xml files will be used

5. The available version for the elements will be populated in Entitled
Upgrade Version and Entitled Update Version column.
6. Analyze always shows the latest load in Entitled Upgrade and Update
Version.
7. Make sure the Current Version is populated for the elements before
using the? Analyze operation.
1. If Sync Settings are used, then use Refresh Families to get the latest
version xml files data.
2. The latest version of the element can be downloaded using Download
option.
3. Download will give option to select local software library or remote
software library if configured.

Download

4. If software is downloaded for Media Gateway, Media Module or TN
Boards use remote software library.

5. Make sure to run Analyze again after download of the file is complete.

6. The download button is enabled if any of the selected element status is
Upgrade or Update Required (®).

7. Media Server on Download Page is for downloading CM artifacts.

1. Make sure elements Release Status or Update status are in Ready For
Upgrade or Update state ('X).

2. If the target host is selected as Same Box, then Data Store column will
not be populated and can be left unselected.

3. The Data Store column is populated on selection of the target host
selected.

Pre-upgrade Check

4. The Upgrade/Update To column is populated on selection of Upgrade
Source column.

5. The Flexi Footprint column is populated on selection of
Upgrade/Update To column.

6. In case of patching, the target host will only be populated with the
ESXi/AVP host on which the VM resides.

7. If Upgrade/Update To column are not populated with any data, it
means that no software have been downloaded for that element.

8. If Upgrade/Update To column are not populated with .ova file then the
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Flexi footprint will not be populated and can be left unselected.

9. For updating an element make sure that trust is established between
System Manager and element and ESXi/AVP IP/Name is shown as parent
for the element.

10. If any of the recommended check fails during pre-upgrade check,
admin can still continue with upgrade.

11. If any of the mandatory check fails during pre-upgrade check, the
upgrade will not be allowed to continue.

12. Pre-upgrade check is only available for CM, SM, BSM, CMM and US.

Table 11: Staging Steps for Upgrade
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3.1 Element Selection
As part of element selection here are few things to note:

Element Selection for Upgrade

1. Once System Platform or any of its elements is selected, all the SP elements will be automatically selected.

The System Platform and associated Template for Release 7.0 and above will be in Non-upgradable state.

If CMM is running as a service in CM, selecting CM or CMM will select both the elements.

Upgrade Management provides element selection in child hierarchy view. Refer to Appendix H - Element
Selection for more details.

5. The Show Selected Elements can be used to filter selected elements, once the link is clicked all the elements
will be filtered to show only selected elements.

6. The Upgrade Management page can refresh automatically once the link Enable Auto Refresh (10 sec) is clicked.
This will refresh the page every 10 seconds.

7. The auto refresh can be disabled by clicking on Disable Auto Refresh link which shows up once enable link is
clicked.

BwiN

Table 12: Element Selection on Upgrade Management Page

3.2 Supported Elements
Here is a list of elements supported for migration and patching from SDM Upgrade Management from
Release 7.0 perspective.

Supported Element Migration \ Patching Description
SP based CM v % Patching not supported for SP based CM. Choose SMGR 6.3.8

from Upgrade to release drop-down on Upgrade Release
Selection page for patching SP based.

SP based BSM v % Patching not supported for SP based BSM.

SP based Utility v % Patching not supported for SP based Utility Services.

Services

Linux-based SM v % Patching not supported for Linux-based SM.

Linux-based CM v % Patching not supported for Linux-based CM. Choose SMGR 6.3.8

from Upgrade to release drop-down on Upgrade Release
Selection page for patching Linux-based CM.

CMM running as CMM running as service inside CM is only supported. No other
service inside CM flavors of CMM are supported for migration.

CMM will automatically be added as element in Manage
Elements and will be migrated to a new VM.

<
x

Media Gateway, N/A v MG, MM and TN Boards patching is supported.

Media Module and TN

Boards

6.x VMware based CM % % VE to VE migration support is not available in 7.0. Choose SMGR

6.3.8 from Upgrade to release drop-down on Upgrade Release
Selection page for patching Linux-based CM.

6.x VMware based X % VE to VE migration/patching support is not available in 7.0.
CMM

6.x VMware based SM X % VE to VE migration/patching support is not available in 7.0.
7.0 VMware based CM N/A v Patching support is available for 7.0 VMware-based CM
7.0 VMware based N/A v Patching support is available for 7.0 VMware-based CMM
CMM

7.0 VMware based SM N/A v Patching support is available for 7.0 VMware-based SM
7.0 VMware based N/A v Patching support is available for 7.0 VMware-based BSM.
BSM

7.0 VMware based N/A v Patching support is available for 7.0 VMware-based US.
Utility Services

7.0 VMware to 7.0 X N/A This is from Beta perspective wherein 7.0 VE elements are
VMware elements already installed. No upgrade is supported. Follow element-

specific document for manual backup and restore.
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Table 13: Supported elements for migration and patching

3.3 Capacity

System Manager SDM supports simultaneous upgrades/updates for Aura elements making it a
very beneficial feature in Avaya Aura 7. The following are the simultaneous job capacities for

the elements:

upgrade/update job are considered as a group.

5 Upgrade/Update Job Groups: Multiple elements combined together in an

20 elements in each job group: Maximum elements that can be combined in an

upgrade/update group is 20. Any supported element type can be combined for

upgrade in a group.

Elements in ‘Paused State’ are also considered in above capacity. If there are 5 job groups in
running or in paused state, any further upgrades will not be allowed. The ‘Paused State’ is the
part of the CM, SM, BSM or US upgrade-migration process when the upgrade will pause when
the System Platform or Linux-based server has the Appliance Virtualization Platform (AVP)
loaded to an existing Server in the customer’s solution.

Note: There is a restriction of 90 simultaneous jobs in System Manager Scheduler. The jobs

will be sequenced in that case.

3.4 Refresh element(s)

Navigate to Home/Services/Solution Deployment Manager/Upgrade Management, select

element(s) to refresh elements, click on Pre-Upgrade Actions—>Refresh Element(s). Click on

Schedule to start the refresh job.

x

Home

Solution Deployment Manager

« Home / Services / Solution Deploy

/ Upgrade

¥ Solution Deployment a9
Manager Help 7
Upgrade Release Upgrade Management
Selection Enable Auto Refresh(10 sec) | Show Selected Elements
¥ Manage Software Pre-uparade Actions ~ ‘ Upgrade Actions
u d | Refresh Elementis) =
pgrace Analyze IIZ! Filter: Enable
Management | Pre-upgrade check i Pre-upor]
O [~ Parent i Sub-T 1P Add e e e e
Upgrade Jobs Status ame aren ype ub-Type ress Eatis |aoris | efe ion | Chec
VM Management - - =
BSM_57 CM_SurvRemoteEmbed  S=s5100 Branch Session 145 147,175,907  (3) O] Ay
Avaya Aura(R)
Communication = =
[l cM_65 Communication  148.147.162.65 @ @ &
Download Manager Manager
Management . Avaya Aura(R) N N
g CM_80 CM_SurvRemoteEmbed ﬁ;’"’"a';‘::““m" Communication  148.147.178.80 (%) @ Ay
Softw: ibrary Manager
CM_SurvRemoteEmbed sP128 Templates 148.147.178.128 (2) @ /A
Management o —
ystem ystem @) ol
sP128 Pintform il 148.147.178.128 (% z N/A
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 (2) @ Ay
<[ i ] v
Select : All, None

Figure 13: Upgrade Management Page Pre-upgrade Actions — Refresh Element
After completion of the process the Current Version column would be updated with latest

Home / Services / Deploy ger / Upgrade
Help ?
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
‘ Pre-upgrade Actions = | ‘ Upgrade Actions
6Items <2 Show |All[«~] Filter: Enable
Last | Pre-upgrade Ent
Name Parent Type Sub-Type IP Address e ot elEant Action | Check Current Version |Upi
Status |Status |Action
Status | Status Ver
Session Branch Session Py Refresh
BSM_37 CM_SurvRemoteEmbed  Soson e 148.147.178.97 (% 3 e, @ Ay 6.0.0.0.600019
. Awvaya Aura(R) - -
Fl cM_65 ﬁgnmam:rma“”" Communication  148.147.162.65  (2) @ kN RO16x.03.0.124.0
9 Manager
. Avaya Aura(R) . -
CM_80 CM_SurvRemoteEmbed ﬁgn’"a’;‘:r”'“m" Communication  148.147.178.80 (%) ® E‘fr'"f:t @ A RO16x.00.0.345.0
Manager
CM_SurvRemoteEmbad sp128 Templates 148.147.178.128 () @ Refresn @ WA 6.0.0.0.1803
System System = . Refresh
Sp128 D S 148.147.178.128 (2 z e @ N/A 6.0.0,0.1803
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 (2) @ ;‘:‘;’r‘f:t (] a 6.0.0.0.9
4| I ] 3
Select : All, None
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Figure 14: Refresh Element Action Complete
3.5 Analyze
Analyze is a critical operation in the staging of an upgrade. The basic purpose of analyze is:
1. To get and recommend the latest and greatest available release/update version for
selected device.

2. To get the all the entitled versions (major release/update) for selected element and
recommend the latest entitled version among them.

3. To get and recommend the different upgrade/update state based on available version,
entitled version for selected element(s).
Following are the different release status and update status presently supported.

Symbolic Description

Representation
Upgrade ® New upgrade/release version is available for
Required upgrade but the software file is not downloaded yet

in software library.

Ready for i Entitled version is downloaded in software library
Upgrade and available for upgrade.
Upgraded Element is on latest upgrade/release version.

Non Upgradable Element is non upgradable.

Unknown i

)

The status is not known yet as Analyze is not
executed.

Update Required | () New update/patch version is available for update
but the software file is not downloaded yet in
software library.

Ready for Update 1 Entitled update/patch version is downloaded in
software library and available for update.

Updated () Element is on latest update/patch version.

N/A N/A There is no further update applicable to this Element

and its release version.
Table 14: Symbolic Representation for Analyze Operation

Elements before running Analyze Operation in the screenshots below.
Release Status and Update Status are in Unknown state highlighted below.
Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

Pre-uparade Actions ~ E ‘ Upgrade Actions
| Refresh Element(s) [™™
Analyze I~ Filter: Enable
| Pre-upgrade Check Last |Pre-u
Release | Update | Last N P
[ |Name Parent Type Sub-Type IP Address Status | Status | Action Action | Check
Status | Status
Session Branch Session = = Refresh
BSM_97 CM_SurvRemoteEmbed Fam— e 148.147.178.97 | (3) @ — (] a,
Avaya Aura(R) ~ N
CM_65 ﬁg:ﬁmgp‘m“” Communication  148.147.162.65 | (2) @ A
g Manager
Avaya Aura(R)
Communication = = Refresh
CM_80 CM_SurvRemoteEmbed Manager Communication  148.147.178.80 | (%) @ e ® A
Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 | () ® ES::& @ NA
System System ~ - Refresh
5P128 Platform Flatform Wi || (2) @ Element @ Ry
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 | (3) @ Elf:::t (] a
4 1. | 3
Select : All, None

Figure 15: Upgrade Management Page Pre-upgrade Actions - Analyze
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Entitled Upgrade Version and Entitled Update Versions are not populated highlighted in

blue rectangle below.

Communication
Manager

Communication

Avaya Aura(R)
Communication
Manager

Avaya Aura(R)
Communication

148.147.162.65 | (7)

148.147.178.80 | (2)

Manager Tenemr
Templates
System System
Platform Platform
Utility Server

1]

Select : All, None

146.147.176.128 | (3)

148.147.178.128 | (7)

148.147.178.185 | (2)

@] a RO16x.03.0.124.0
~ Refresh
7 @ Femont @ & R016x.00.0.345.0
~ Refresh
@ p— (] N/A 6.0.0.0.1803
= ~ Refresh
@ p— @ N/A 6.0.0.0.1803
= ~ Refresh
7 Q)] b o B 6.0.0.0.9

| Pre-upgrade Actions ~ | | Upgrade Actions Download
6Items & Show /Al ~] Filter: Enable
Last |Pre-upgrade Entitled |Entitled
Rel Update | Last
Type Sub-Type IP Address HEEELLE as_ Action | Check Current Version [Upgrade |Update
Status | Status | Action . -
Status | Status Version |Version
Session Branch Session 5 5 Refresh i
Manager Mansger 148.147.178.97 | () — (] i 6.0.0.0.600019

(L}

Figure 16: Upgrade Management Page Status and Entitled Versions
Click on Pre-upgrade Actions = Analyze, click on Schedule button to start the analyze

job. After completion of the analyze job the entitled versions are populated and Release

& Update status are showing as Upgrade Required. The Entitled Upgrade Version is also
populated with the latest entitled version.

Select : All, None

| Pre-upgrade Actions * | | Upgrade Actions - | | Download |
6Items & Show | Al[v] Filter: Enable
Last |Pre-upgrade Entitled Entitled
Type Sub-Type IP Address e Ui Las_t Action | Check Current Version |Upgrade Update
Status | Status |Action
Status | Status Version Version
Session Branch Session J
Manzger Manager 148.147.178.97 | @& N/A Analyze & Ay 6.0.0.0.600019 7.0.0.0,700007  N/A
P Avaya Aura(R) N N )
ﬁ”mm””'catm” Communication  148.147.162.65 | () @ Ay R016x.03.0.124.0
anager
Manager
P Avaya Aura(R) )
ﬁ:nmam;r”'cat'u” Communication  148.147.178.80 | ® NA | Analyze @) Ay R016x.00.0.345.0 | 7.0.0.0.441 N/A
g Manager
Templates 148.147.173.128 | (&) ® Analyze &) N/A 6.0.0.0.1803 A N/A
System System
Platform Patform 148.147.178.128 | (®) ® Analyze & N/A 6.3.0.0.18002 N/A N/A
Utility Server 148.147.178.185 | ® N/A Analyze & Ay 5.0.0.0.9 7.0.0.0.0.11 N/A
4

Figure 17: Upgrade Management Page Status and Entitled Versions Updated
Note: In the above example if the software files are already downloaded, the Release and
Update Status will show as Ready For Upgrade (%).
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3.6 Download

Download option is available on Upgrade Management Page to download the entitled version
from PLDS or alternate source. The download button will be enabled once the selected
element Release or Update status is ready for upgrade or update.

If PLDS or Alternate source is not configured, Sync Settings can be used for already
downloaded files to upload to Software Library.

Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
Pre-upgrade Actions ~ Upgrade Actions
6Items & Show All[+] Filter: Enable
Last Pre-up
Release | Update | Last -
[ |Name Parent Type Sub-Type IP Address Status | Status | Action Action | Check
Status | Status
Session Branch Session 3
7l 147,178,
BSM_97 CM_SurvRemoteEmbed S Cirnr 148.147.178.97 | @& NSA Analyze &) Ay
P Avaya Aura(R) B B .
] CcM_65 ﬁg:ﬁmgp'catm” Communication  148.147.162.65 | (7) @ A
a Manager
S Avaya Aura(R) )
CM_80 CM_SurvRemoteEmbed ﬁ;:ﬁm::lcatmn Communication  148.147.178.80 @ N/A Analyze &) i
a Manager
CM_SurvRemoteEmbed 5P128 Templates 148.147.178.128 | &) ® Analyze N/A
System System
SP128 Platfarm Platfarm 148.147.178.128 | & 0] Analyze @& N/A
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 1438.147.178.185 ® N/A Analyze @ v
sl
4| m *
Select : All, None

Figure 18: Upgrade Management Page Download Action
Clicking on Download button on Upgrade Management Page will navigate to Download
Management page (Home/Services/Solution Deployment Manager/Download Management).

Select Family options to download the software from PLDS or alternate source.
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Home Solution Deployment Manager _

EFSNTSI I . Home / Services / Solution Deployment Manager / Upgrade Management

Manager Help ?
Upgrade Release File Download Manager
Selection
File Download Manager gets the software/firmware files from the Avaya Product Delivery and Licensing System (PLDS) or directly from your computer (if you
» Manage Software have already downloaded from PLDS) on to System Manager. Use these files later to upgrade the software/firmware of devices.
Upgrade

Cerrened Select Software/Hardware Types.

Upgrade Jobs Status

Refresh Families
VM Management

The Refresh Families synch/fetch latest artifact(firmware/software) information for supported product families from Alternate Source/Avaya Support
e Site(with entitlements) and update the same on Download Manager. It might take more time to complete this operation depends on the Source
Configuration that selected in User Settings.
Management

Software Library [List View ]

Management

63 Items 2

Select ‘Famlly Name Hardware/ Software

Media Servers
CM Service Pack
CM Custom Patch
Kernel Update
MPC firmware
SAMP firmware
SES Service Pack
Pre-Installation Patch
CM WMware Tools Service Pack
Platform/Security Update
OVA Template

System Platform

TN Boards

Branch Session

Manager
Custom Patch
OVA BSM Template ‘
Update

Utility Server

Custom Patch
OVA US Template
Update

Session Manager

Communication
Manager Messaging

Others

Select: All None

Select Files Download Details. ®

File Download Status «

Delete

0ltems & Show

Filter: Enable

Percentage

|| File Name Job Name Current Step Completed

Status Scheduled By

Figure 19: Download Management Page



Click on Show Files button after selecting appropriate option. The show files will show
available entitled files for the family options selected.

Select the required files from the list of entitled versions.

Select Files Download Details. =

* Source

| Avaya PLDS/Alternate Source

[=]

16 Items & Show Filter: Enable
= _ N File Size (in |Hardware/ Family Content Software . A

[ |File Name Version Entitled = Software Name Type TS File Description

BSM-7.0.0.0.700007- 7.0.0.0.700007 Yes 2066114150 OWVA BSM Ezs';?n OVA BSM Not Branch Session Manag ...
e55-01.0va T Template M Template Downloaded More

anager
CM-Duplex- "

[ 07.0.0.0.437- 7.0.0.0.437 Yes 786721792 CM Duplex  hedia ovA Nt deg | 1 Duplex OVATar Av .
e55-0.0va Servers Template Downloade: More
CM-Duplex- .

] 07.0.0.0.438- 7.0.0.0.438 Yes 796050432 CM_Duplex  Media ovm Nt teaded | Duplex OVA for Av ...
e55-0.0va Servers Template Downloade: More
CM-Duplex- .

[ 07.0.0.0.439- 7.0.0.0.433 Yes 784606208  CM_Duplex  hedia ove Mot e | CV Duplex OVA for Av ..
e55-0.0va Servers Template Downloade More
CM-Duplex- . -

[  07.0.0.0.440- 7.0.0.0.440 Yes 750276096  CM_Duplex  edia ove Nl inaded | CoTTunication Manage ..
e55-0.0va Servers Template Downloade More
CM-Duplex- n

[ 07.0.0.0.441- 7.0.0.0.441 Yes 782730752 CM_Duplex ~ Media ava Nat CM Duplex QVA for Av ...
eS5-0.0va Servers Template Downloaded More
CM-Simplex- " .

E  07.0.0.0.437- 7.0.0.0.437 Yes 788647936  CM_simplex  Media OvA Mot €M Simplex OVA for A ...
aS5-0.0va Servers Template Downloaded More
CM-Simplex- " .

[ 07.0.0.0.438- 7.0.0.0.438 Yes 797893120 CM_simplex  Media OvA Mot €M Simplex OVA for A ...
eS5-0.0va Servers Template Downloaded More
CM-Simplex- " .

[  07.0.0.0.439- 7.0.0.0.439 Yes 782234112 CM_simplex  Media OVA Mot CM Simplex OVA for A ...
e55-0.0va Servers Template Downloaded More
CM-Simplex- " .

[ 07.0.0.0.440- 7.0.0.0.440 Yes 789238272 CM_simplex  Media OVA Mot Communication Manage ...
e55-0.0va Servers Template Downloaded More
CM-Simplex- . .
07.0.0.0.441- 7.0.0.0.441 Yes 781126144  CM_simplex  Media ey o el | SR @ (72 oo
e55-0.0va Servers Template Downloade: More
Us-7.0.0.0.0.10- OVA US Utility OVA US Not Utility Services V7. ...
e55-01_O0VF10.ova 7.0.0.0.0.10 Yes 1076887552 Template Server Template Downloaded More
Us-7.0.0.0.0.11- OVA US Utility OVA US Not Utility Services GA ...
e55-01_0VF10.ova TRESTEILTLIL = TR Template Server Template Downloaded More
Us-7.0.0.0.0.7- OVA US Utility OVA US Mot Utility Server 7.0 O ...
e55-01_0VF10.ova 7.0.0.0.0.7 Yes 991670272 Template Server Template Downloaded More
Us-7.0.0.0.0.8- B4, OVA US Utility OvA US Not Utility Server 7.0 O ...

B e55-01_0VFi0.ova 7.0.0.0.0.8 Yes 10253 8 Template Server Template Downloaded More

el : All, None age s}

Select : All, N 44 P f2 b B

Figure 20: Download Management Files selection section
Click on Download button, the page will be redirected to Library and Protocol Selection Page.

¥ Sol n Deployment

Manager

F Manage Software

4 Home [/ Services [ Solution Deployment Manager / Upgrade Management

Files Download Manager - Library and Protocol Selection
Selection

grade 3 Items Y
Management Tereon
e File Name Version h;ﬂ:s')ze " | Hardware/ Software | Family Name Library Protocol
pgrade Jobs fatus

BSM-7.0.0.0.700007- Branch Session

VM Management o 7.0.0.0.700007 2086114150  OVA BSM Template Manager SMGR_DEFAULT_LOCAL - 1] =

User Settings g;_,;fj";e‘:“'m'n'n'n'ul' 7.0.0.0.441 781126144 cM_simplex Media Servers SMGR_DEFAULT_LOCAL - 1] -
e 7.0.0.0.0.11 1213202432 OVA US Template Utility Server SMGR_DEFAULT_LOCAL - 1]+ -

Download

LEDET T
Software ary
Management

Figure 21: Download Management Library and Protocol Selection Page
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= Select the library and protocol. Using the specified protocol and the credentials

provided for that protocol the file will be uploaded to the specified software library.

= |f the Library selected is local library, the protocol is not required as it will be just copy
to the local directory after downloading the file from PLDS or Alternate Source
= (Click on Download button to continue the download.

= Download button will redirect to End User Licensing Agreement (EULA). Agree to the

license agreement and click Now to start the download.

~ Solution loyment

Manager

Schedule option is also available if software needs to be downloaded at a later time.

Upgrade Release
Seles

Upgrade
Management

VM Management
User Settings

Download
Management
Software Lib

Management

4 Home / Services / Solution Deployment Manager / Upgrade Management

END USER LICENSING AGREEMENT

Important-Read Carefully:

AVAYA GLOBAL SOFTWARE LICENSE TERMS
REVISED: March 2015

THIS END USER LICENSE AGREEMENT ("SOFTWARE LICENSE TERMS™) GOVERNS THE USE OF PROPRIETARY SOFTWARE AWD THIRD-PARTY PROPRIETARY SOFTWARE
LICENSED THROUGH AVAYA. READ THESE SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR ENTIRETY, BEFORE INSTALLING, DOWNLOADING OR USING THE SOFTWARE (AS
DEFINED IN SECTION A BELOW). BY INSTALLING, DOWNLOADING OR USING THE SOFTWARE, OR AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF YOURSELF AND THE
ENTITY FOR WHOM YOU ARE DOING SO (HEREINAFTER REFERRED TO INTERCHANGEABLY AS "YOU," "YOUR," AND "END USER"), AGREE TO THESE SOFTWARE LICENSE
TERMS AND CONDITIONS AND CREATE A BINDING CONTRACT BETWEEN YOU AND AVAYA INC. OR THE APPLICABLE AVAYA AFFILIATE ("AVAYA"). IF YOU ARE ACCEPTING
THESE SOFTWARE LICENSE TERMS ON BEHALF OF A COMPANY OR OTHER LEGAL ENTITY, YOU REPRESENT THAT YOU HAVE THE AUTHORITY TO BIND SUCH ENTITY TO THESE
SOFTWARE LICENSE TERMS. IF YOU DC NOT HAVE SUCH AUTHORITY OR DO NCT WISH TO BE BOUND BY THESE SOFTWARE LICENSE TERMS, YOU MUST RETURN OR DELETE
THE SOFTWARE WITHIN TEN (10) DAYS OF DELIVERY FOR A REFUND OF THE FEE, IF ANY, YOU PAID FOR THE LICENSE OR IF SOFTWARE IS ACCESSED ELECTRONICALLY,
SELECT THE "DECLINE" BUTTON AT THE END OF THESE SOFTWARE LICENSE TERMS OR THE EQUIVALENT OPTION.

A. Definitions
(i) "Affiliate” means any entity that is directly or indirectly controlling, controlled by, or under common control with Avaya Inc. or End User. For purposes of
this definition, "control’ means the power o diract the management and policies of such party, directly or indirectly, whether through ovnership of voting

securities, by contract or otherwise; and the terms "controlling” and "controlled” have meanings correlative to the foregaing.

(ii) "Documentation” means information published in varying mediums which may include product information, operating instructions and performance
specifications that are generally made available to users of products. Documentation does nat include markating materials.

(i) "Software” means computer programs in object code, provided by Avaya or an Avaya Channel Partner, whether as stand-alone products or pre-installed
i imetintion a o oichos bea £ dified P

1 Agree to the above end user license agreement.

Schedule

Figure 22: Download Management End User License Agreement Page.

Clicking on Now button will start the download and will be redirected to File Download
Manager where the status of the download can be monitored.

Upgrade Release
Selection
Upgrade
Management

VM Management
User Settings

Download
Managem
Softw bre
Management

4

Home / Services / Solution Deployment Manager / Upgrade Management

Help #

File Download Manager

File Download Manager gets the software/firmware files from the Avaya Product Delivery and Licensing System (PLDS) or directly from your computer (if you

have already downloaded from PLDS) on to System Manager. Use these files later to upgrade the software/firmware of devices.

Select Software/Hardware Types. ®

Select Files Download Details. #

File Download Status #

Delete
3ltems ' Show Filter: Enable
B |File Name Job Name Current Step HEEES Status Scheduled By
Completed
US-7.0.0.0.0.11- Download
[} £55-01 OVFiD.ova IUM_file_download_1439816910571 Scheduled for download 0 pending admin
CM-Simplex- Download
B D0 d41-e55-0.0va  [UM_file_download 1433616910571 Scheduled for download 0 pending admin
B 0.0.0.700007- UM_file_download_1439816910571 Scheduled for download 0 Download admin
e55-01.0va pending
Salact : All, None

Figure 23: Download Management File Download Status Section
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The software will be downloaded from PLDS or alternate source and the time taken for
download and uploading the software to software library may vary on size of the file and the

download speed. Wait for Current Step to change to File created and Status column to
Download completed.

File Download Status

File Download Manager

Select Software/Hardware Types. #

Select Files Download Details. ®

File Download Manager gets the software/firmware files from the Avaya Product Delivery and Licensing System (PLDS) or directly fram your computer (if you
have already downloaded from PLDS) on to System Manager. Use these files later to upgrade the software/firmware of devices.

Select : All, None

Delete
3Items o Show Filter: Enable
- Percentage
[F] | File Name Job Name Current Step Completed Status Scheduled By
Us-7.0.0.0.0.11- Download
] 255-01_OVF10.0va IUM_file_download_1439816910571 File created 100 completed admin
CM-Simplex- 3 - Download
] 07.0.0.0.441-255-0.0va TUM_file_download_1438816910571 File created 100 completed admin
[ BSM-7.0.0.0.700007- 1UM_file_download_1439816910571 File created 100 Download admin
€55-01.0va completed

Figure 24: Download Management File Download updated status
Once the file is download it is required to run Analyze on the elements again. Navigate to
Home/Services/Solution Deployment Manager/Upgrade Management. Select the elements

and from Pre-upgrade Actions choose Analyze to schedule the job.
After the completion of Analyze job the selected elements are now in Ready For Upgrade

state (1)).

¥ Solution Deployment
Manager

Upgrade Release

Selection
} Manage Software

Upgrade

Management
Upgrade Jobs Status

VM Management

Download
Management

Software Library

Management

Home Solution Deployment Manager ¥| sScheduler *

« Home / Services / Solution Deployment Manager / Upgrade Management

Upgrade Management

Help 2

Enable Auto Refresh(10 sec) | Show Selected Elements

‘Dre-upgradeActmns - ‘ ‘Upgrade Actions Download
6ltems & Show All[+] Filter: Enable
Last |Pre-upe
Release |Update | Last : !
[ |Name Parent Type Sub-Type IP Address Status |status | Action | Action|Check
Status | Status
Session Branch Session
BSM 97 CM_SurvRemoteEmbed Manager Mansger 148.147.178.97 0 N/A Analyze @ A
Avaya Aura(R) ~ R
[ cM_65 ﬁg;"am;:"“t'“” Communication  148.147.162.65 | (%) [©] A
9 Manager
Avaya Aura(R)
CM_80 CM_SurvRemoteEmbed ﬁg;"a’;‘::"“m” Communication  148.147.178.80 | 1) N/A  Analyze @ A
Manager
CM_SurvRemoteEmbed SPi28 Templates 148.147.178.128 | & ® Analyze @ N/A
Systemn System
SP128 Platform Platform 148.147.178.128 | (® ® Analyze & N/A
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 | () NA  Analyze @ A
< . ] b
Select : All, None

Figure 25: Upgrade Management Status after Download & Analyze
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3.7 Pre-Upgrade Check
Pre-upgrade Check is one of the important steps which help to assess if the upgrade will be
successful or fail. Pre-upgrade Check has different Mandatory and Recommended Checks.
= Mandatory are the checks which have to be successful in order for migration to be
successful. These checks must be successful to proceed with the upgrade operation.
= Recommended checks are checks which are good to have, but migration can continue
even if these checks fail.
= |tis mandatory to execute pre-upgrade check before the actual upgrade. If the Pre-
upgrade check is not executed Upgrade Actions will be disabled.
Navigate to Home/Services/Solution Deployment Manager/Upgrade management.

Note: To migrate on a different host, ensure to add ESXi/AVP host from VM Management.

During Pre-upgrade check, the ESXI/AVP host needs to be selected so that SDM can assess the
host.

Once the pre-upgrade check is executed using Same Box or an ESXi/AVP host, the different
result shows up as symbols. Below are some status symbols of Pre-upgrade checks.

State i Description

Not Executed A Pre-upgrade check has not been executed for
= the element yet.

Failed ® Pre-upgrade check has failed.

Passed %] Pre-upgrade check has passed.

Successful with A All mandatory checks have passed but one or

Recommended Failure more recommended checks have failed.

Unknown ) The check has not started yet.

N/A N/A Pre upgrade check is not applicable for the

element.

Table 15: Symbolic Representation for Pre-upgrade check Operation

Home | Solution Deployment Manager *| Scheduler *

ST SISERI Home / Services / Solution Deployment Manager / Upgrade Management e

Manager

Help 2

Upgrade Release Upgrade Management
Selection Enable Auto Refresh(10 sec) | Show Selected Elements
} Manage Software ‘ Pre-upgrade Actions ~ ‘ | Upgrade Actions | Download
Upgrade 6ltems & Show|all[+] Filter: Enable
Management
N Parent it Sub-T: IP Add! seesmes i hac:t z;e-li(pmde
Upgrade Jobs Status ame aren vpe ub-Type ress B e ion | Chec
Status | Status
R Session Branch Session
BSM_97 CM_SurvRemoteEmbed Manager Manager 148.147.178.97 ) N/A Analyze &) a
Avaya Aura(R) _ _
load CM_65 ﬁ::‘r‘am:;”“””” Communication  148.147.162.65  (7) (o] A
Ll s Manager
Management Avaya Aura(R)
= cM_s0 CM_SurvRemoteEmbed ﬁ:z"a’;‘:;““t“’” Communication ~ 148.147.178.80 (I n/A Analyze A
Software Library Manager
T CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (8 ® Analyze @ N/A
SP128 Sk Sk 148.147.178.128 (B ® Analyze @ | WA
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 ) WA Analyze @ i

. [ m | G

Select : All, None

Figure 25: Upgrade Management Status after Download & Analyze
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3.7.1 Running Pre-upgrade Checks

1. Select the elements and go to Pre-upgrade Actions = Pre-upgrade Check. The

screenshot below depicts the Pre-upgrade Check configuration:

Home / Services / Solution Deployment Manager / Upgrade Management [+]
Help ?

Pre-upgrade Configuration

@ note: While updating an element, one need to add or manage associated Host from Solution Deployment Manager - VM Management to get it's parent in Farent Name Column and in the Target

Host drop-down.
5items & Show|Al[+]
Element Name Parent Name IP Address Current Version |Target Host Data Store | Upgrade Source Upgrade/Update To | Flexi Fog
BSM_97 CM_SurvRemoteEmbed  148.147.178.97  6.0.0.0.600019 = [[=] = [[=] [=]
cM_80 CM_SurvRemoteEmbed ~ 148.147.178.80  R016x.00.0.345.0 = [[=] = [[=] [=]
CM_SurvRemoteEmbed SP128 148.147.178.128  6.0.0.0.1803 N/A /A N/A N/A /A
SP128 148.147.178.128  6.3.0.0.18002 N/A /A N/A N/A /A
utility_server_148.147.178.185 CM_SurvRemoteEmbed ~ 148.147.178.185  6.0.0.0.9 = [[& = [[= =
4 nr »

Job Schedule

@ Run Immediately
Schedule Job:
~) Schedule later
Date: |August 17 |[2015 |[E@
Time: 18 |:|53 |:|25 || 24Hr
Time Zone: | (+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura
Schedule || Cancel

Figure 26: Pre-upgrade Configuration page

Select following configurations for Pre-upgrade check:

Target Host: The target host is the ESXi server/AVP or Same Box on which selected
element will be migrated. The ESXi list comes from the host added in
Home/Services/Solution Deployment Manager/VM Management. Refer to Appendix E
for details on how to add host from VM Management.

Data Store: Data Store is the storage location of where the VM will be created. It is
populated after selection of Target Host. The list is fetched from the host selected. In
case Same Box is selected in Target Host, data store will not be populated and can be
left blank.

Upgrade Source: The upgrade source is the software library where the software has
been uploaded using Download option or Sync option. The drop-down will have all the
configured libraries.

Upgrade/Update To: Provide option to select the files which are downloaded in the
software library. The drop-down is populated after selection of Upgrade Source. For
migration it is downloaded ova file for that element type.

Flexi Footprint: Footprint allow configuring element in different flavors, it is based on
customer requirement as to which footprint is required based on the hardware. In
case of Avaya Virtualization Platform (AVP) footprint will be shown based on the
hardware type. The drop-down is populated on selection of OVA.
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Home / Services / Solution Deployment Manager / Upgrade Management

(]
Help 7
Pre-upgrade Configuration
© Note: while updating an element, one need to add or manage associated Host from Solution Deployment Manager --> VM Management to get it's parent in Parent Name Column and in the Target
Host drop-down.
5Items & Show Al[~]
1P Address ‘Current Version ‘Target Host ‘Data Store ‘Upgrade Source ‘Upgrade,’uudale To |F|exi Footprint
148.147.176.57  6.0.0.0.600019 148.147.176.64 |v| | datastorel (23)[+] |SMGR_DEFAULT_LOCAL[+] |BSM-7.0.0.0.700007-e55-01.0va [v] | BSM 7.0 Profile 2 Max Devices 5,000
148.147.176.80  RO16x.00.0.345.0| [148.147.178.64 [+ |datastoret (23)[+] |SMGR_DEFAULT_LOCAL[+] |CM-Simplex-07.0.0.0.441-e55-0.0va [w] |CM Survivable Max users 1000
148.147.178.128  6.0.0.0.1803 N/A N/A N/A N/A N/A
148.147.178.128  6.3.0.0.18002 N/A N/A N/A N/A N/A
148.147.176.185  6.0.0.0.9 [datastoret (23) [+] | SMGR_DEFAULT_LOCAL[+] [US-7.0.0.0.0.11-e55-01_OVF10.0va [«]
+ [ I, ]
Job Schedule
Run Immediately
Schedule Job:
2 Schedule later
Date: 17_|[z015 |ER
Time: (20 |iaa |08
Time Zone: | (+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura
Figure 27: Pre-upgrade Check Configuration populated
Select Run Immediately or Schedule Later and click on Schedule button. The page will be
redirected to Upgrade Management Page. The Last Action and Last Action Status will show
Pre-upgrade check as last action and status as Pending.
Home | Solution Deployment Manager
} Home / Services / Solution Deployment Manager / Upgrade Management (]
Help 2
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
‘ Pre-upgrade Actions - | |Upgrade Actions vnload
6ltems & Show Alll~] Filter: Enable
NP Last |Pre-upgrade
[ |name Parent Type Sub-Type 1P Address = P Last Action | Action | Check Current Version
atus | Status
Status | Status
Se B h S Pre- d
BSM_37 CM_SurvRemoteEmbed M::Z'Egr M:ﬂ";ger ession  448.147.178.97 ny N/A C':EEEQ'E SC} o 6.0.0.0.600019
Avaya Aura(R) _ -
[E cM_65 ﬁ:;”;g::‘“m" Communication ~ 148.147.162.65  (2) @ A RO16x.03.0.124.0
Manager
= beg Communication Avaya Aura(R) . Pre-upgrade ) Y
1 CM_SurvRemoteEmbed 0T T ﬁgnmar;\::\:atmn 148.147.178.80 (1) LZ N st i R016x.00.0.345.0
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (@ ® 3“‘;‘@9’“3 @ N/A 6.0.0.0.1803
System System Pre-upgrade
5P128 Platform Platform 148.147.178.128 (® ® Check @ N/A 6.3.0.0.18002
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 (1) N/A '(’:",‘E;’Egrade ] a 6.0.0.0.9
T i T v
Select : All, None

Figure 28: Pre-upgrade Check Scheduled
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Click on Last Action Status icon of each element to check the status of Pre-upgrade check.
There are different mandatory and recommended checks which executes as part of Pre-

upgrade check. These checks are different for different element types.
Click on Done button to close the status window.

Upgrade Mar

‘ Pre-upgrade Action

6 Items ¥ Show

|

Name
BSM_97

E cM_ss
cM_80
CM_SurvRemd
SP128
utility_server_il

Select : All, None

Element Check Status

Home / Services / Solution Deployment Manager / Upgrade Management

Pre-upgrade Check Job Details

Help ?

D passed @ Failed b successful with Recommended Failure (Dot started | pw Selected Elements

Filter: Enable

Element Status Detail Steps and Status

1Item & 9 Items &

Element Name‘ 1P Address | Status Step Name ‘ Category ‘ Step Status Error Description

BSM_97 148.147.178.97 Queued in

= @ scheduler ®

SM-Sufficient
Vemary Check MANDATORY @
g’:;a'fk Space MANDATORY @
SM-CPU Check MANDATORY @
5M-Host Version
Check RECOMMENDED @
SM-System
Platform Reot MANDATORY @
Credentials Check
SM-Requires files
downlond MANDATORY @
SM-System
Platform Added MANDATORY @
Check
SM-Is System
Reachatle MANDATORY @

de

Current Version

Done

6.0.0.0.600019

RO16x.03.0.124.0

R016x.00.0.345.0

6.0.0.0.1803

6.3.0.0.18002

6.0.0.0.9

Figure 29: Pre-upgrade Check Status pop-up

Once the Pre-upgrade check job completes the status for Last Action Status will be green and
Pre-upgrade Check Status will also show Green (@).

‘Pre-upgradeittmns ‘ ‘Upgrade;‘;ctmns ‘ Do
6ltems & Show Alll+] Filter: Enable
Release Update . =il g puzatis )
[ |Name Parent Type Sub-Type IP Address BEhD |Geis Last Action |Action | Check Current Version
Status | Status
Session Branch Session Pre-upgrade
[ Bsm_s7 CM_SurvRemoteEmbed Mansger Manager 148.147.178.97 Ny /A Chock @ @ 6.0.0.0.600019
. Avaya Aura(R) ~ -
] cM_s5 ﬁgﬂm::m“”" Communication ~ 148.147.162.65  (2) @ & RO16x.03.0.124.0
9 Manager
. Avaya Aura(R) ~
[l cM_s0 CM_SurvRemoteEmbed ﬁ::g:r”'“a“”" Communication  148.147.178.80 (1) N/A E’:ngg'ade ® @ R016x.00.0.345.0
Manager
[Z]  cM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (@ ® E’é‘g@g““ N/A  NA 6.0.0.0.1803
System System Pre-upgrade
[ spizs Elatform Flatform 148.147.178.128 (& ® Chock A WA 6.3.0.0.18002
[[]  utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 1\ N/A E’:E'é‘fgrade @ @ 6.0.0.0.9
< m ] »
Select : All, None

Figure 30: Pre-upgrade Check updated status
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4. UPGRADE/UPDATE
Once the staging process completes, the elements are Ready for Upgrade or Update ('£}). The
Upgrade Actions > Upgrade/Update will be enabled to start the upgrade or update.
Here is a quick reference on completing staging process to enable Upgrade/Update link:
J Enabling Upgrade/Update Link

1. | Refresh Element operation is complete and Current Version column is populated with
current version of the element.
2. | Analyze operation is complete and Entitled Upgrade or Update Version populated with
entitled versions.
3. | Download of the entitled upgrade or update version is complete.
4. | Release Status is in “Ready For Upgrade” ('£') or Update Status is in “Ready For Update” (%
) State.
5. | Pre-upgrade check is completed for all the selected elements. The status is either in

Successful (@') or Successful with Recommended Failure (a) state.
Table 16: Enabling Upgrade/Update Link

4.1 Utility Services on Appliance Virtualization Platform

For Appliance Virtualization Platform (AVP) there is a requirement for Utility Services to be
available for the services static route.

There are two use cases for Utility Services.

Use Case 1: Linux-based CM or SM migration. The Utility Services is mandatory when
performing a migration of Linux-based systems. For Linux-based CM or SM upgrade/migration,
the Utility Services application must be deployed on the target AVP host before the
upgrade/migration of the Linux-based CM or SM. VM Management on SMGR-SDM or the
SDM-Client is used to deploy the Utility Services OVA to the target AVP Host. Refer to
Appendix F on how to deploy Utility Services from VM Management.

Use Case 2: System Platform migration wherein the template already contains Utility Services.
In this use case the migration will include Utility Services so it is not required to deploy Utility
Services separately to the AVP Host.

Note: If Utility Services is already part of System Platform migration and Utility Services is
already deployed on the AVP Host then delete the US which is already deployed on the AVP
Host. The automated upgrade/migration process will deploy Utility Services as part of the CM
and SM upgrade/migration.
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4.2 Upgrade Configuration

This section highlights the important release upgrade configuration requirements.

The example below shows migration of System Platform based release 6.0 applications (CM,
SM and BSM) to release 7.0 applications (CM, SM and BSM) running on the Appliance
Virtualization Platform (AVP) or a Customer Provided VE solution.

The Upgrade configuration webpage is used to collect all the data which is required to be used

during upgrade.

1. Navigate to Home/Services/Solution Deployment Manager/Upgrade Management.

Select the elements to be upgrade.

Home | Solution Deployment Manager ¥

T« Home / Services / Solution Deployment Manager / Upgrade Management
Manager
Upgrade Release Upgrade Management
Selection

Help 2

Enable Auto Refresh(10 sec) | Show Selected Elements

} Manage Software ‘ Pre-upgrade Actions * | Uparade Actions ~
T 4 Upgrade/Update
pgrade 6ltems & Show All[+] nstalled P Filter: Enable
Management Last Pre
Upgrade Jobs Status ] |Name Type Sub-Type IP Address Ef:::’ gt":t:t: Last Action | Action | Chq
esume Status | Sta
LA e BSM_97 CM_SurvRemoteEmbed  S5=Sio" Branch Session 443 147 17387 i\ N/A EERts | ) @
Avaya Aura(R) . -
— [ cM.65 ﬁgpam:;"catm" Communication  148.147.162.65 (7 @ A
oAl g Manager
Managemes 7 Avaya Aura(R) .
£ CM_80 CM_SurvRemoteEmbed ﬁ:;”am:;"cat‘"” Communication  148.147.178.80 1) N/A Z'h:zfgrade (5] (3]
Softwa 9 Manager
Manage! CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (3 ® Efeé:‘?grada e
SP128 e SREL 148.147.178.128 (@ ® E’E;‘:wda NA N
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 (1) N/A g‘zgfg'ade @ @
| M ] b
Select : All, None

Figure 31: Upgrade Management Page Upgrade Actions - Upgrade/Update

2. From Upgrade Actions button, select Upgrade/Update link. The page will be redirected

to Upgrade Configuration Page.

5Items & Show |All[+]

Upgrade Configuration

Home [ Services / Solution Deployment Manager / Upgrade Management

Note: For System Platform, please make sure all the elements associated with it are included in Upgrade.

Help ?

Element Name

Parent Name

Type

IP Address

Release Version

Override

Pre-upgrade | Edit

Check

Configuration
Status

BSM_57
cM_80

CM_SurvRemoteEmbed
SP123

utility_server_148.147.178.185

CM_SurvRemoteEmbed
CM_SurvRemoteEmbed

SP128

CM_SurvRemoteEmbed

Session Manager

Communication
Manager

Templates
System Platform

Utility Server

148.147.178.97

148.147.178.80

148.147.178.128
148.147.178.128

148.147.178.185

6.0.0.0.600019

R016x.00.0.345.0

6.0.0.0.1803
6.3.0.0.18002

6.0.0.0.9

(et @
ee] @

B ©

elements.

Figure 32: Upgrade Configuration Page
3. Upgrade Configuration page collects upgrade information about the upgradable

= Qverride Pre-upgrade Check is enabled if any of the recommended pre-upgrade

check fails for that element. Admin is only allowed to edit configuration if the
override pre-upgrade check checkbox is checked.
= To provide configuration click on Edit button under Edit column for each

upgradable element. It is required that the configurations of all the elements are
provided to proceed for Upgrade.
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Here is the description of the fields in the configuration pages:

Configuration

Description
There may be a case wherein the upgrade and update both are
available for a given element. The Operation drop-down provides an

Operation option to either choose Upgrade for major release upgrade or
Update for applying patches, Service Packs and Feature Packs.
The ESXI host is required so that SDM can deploy the new VMware
on that ESXI Host.
The ESXI host drop-down provides the facility to choose Same Box
as one of the option.
If Same Box is selected, this notifies SDM that the AVP or the

ESXI host VMware ESXi is not yet installed and would require to be installed

as part of upgrade.

Auto installation of AVP or VMware is not supported from SDM. It is
a manual process. The migration process will be halted and all the
elements will be marked as Paused for the AVP or VMware
installation on the Same Box during migration process.

Upgrade Source

Upgrade Source is the configured software library. Select the library
on which the software for that element type is downloaded.

Upgrade To drop-down is populated after selection of Upgrade
Source.

The drop-down contains the software downloaded for that element

Upgrade To type.

Once the OVA file is selected, the Upgrade Configuration Details
section is populated with all the information required for the
specific OVA.

Existing These are the username and password on the existing system.

Administrative User / | For CM we require profl8 type of existing user.
Existing Make sure the ASG users are not used to fill this data.
Administrative For Session Manager and Branch Session Manager, make sure the
Password user is part of susers group.

Pre-populate Data

SDM provided the ability to pre-populate required values for OVA
attributes in Upgrade Configuration Details.

Pre-populate data uses information in Existing Administrative User
and Password to fetch and pre-populate the data.

Some elements have the rule for user locking after multiple login
failures. Verify the username and password before click on Pre-
populate Data button.

Verify the pre-populated data for the OVA attributes.

The pre-populate data button is not available for CMM element as it
requires new network configuration data because CMM will be
migrated to a new VM from the service running inside the CM
template.

The pre-populate data operation can timeout in case the element is
under load and is very slow. In that case the upgrade configuration
needs to be provided manually.
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Configuration

Description

Upgrade
Configuration Details
OVA attributes

The mandatory attributes will be marked with red asterisk.

Pre-populates auto fill some of data fetched from the element.
Do not change certain network configuration settings, such as IP
address, Hostname/FQDN, Netmask, and Gateway during the
upgrade or migration.

SDM is for upgrade/migration cannot be leveraged to allow
IP/FQDN change during migration. The migration fails if the existing
network configurations are changed.

Specifically for Utility Services migration, the network configurations
are not marked as mandatory as Utility Services support DHCP
configuration. Make sure that information is provided for Public IP
Address, Public Netmask and Default Gateway same as of the
existing system.

Flexible Footprint

The Flexible Footprint feature allows configuring Aura applications
in different sizes (number of Users or Elements for example). The
sizes defined by the customer will drive the virtual server resource
requirements required for the application to run in the hardware.

Footprints are populated on selection of Upgrade To drop-down
menu.

In case of Appliance Virtualization Platform (AVP) footprint will be
shown based on the hardware type. The drop-down is populated on
selection of OVA.

Network Interface

The Network Interfaces are interfaces on which the communication
will take place. They are usually Public, Out Of Band Management,
Services and Duplication Link.

In case of AVP they will automatically be populated and are read
only.

There would be a case where the drop down will be populated with
physical NIC available on the AVP host. This will be in case of CM
Duplex migration where there is a need to create a network
interface on selected NIC.

If the ESXI host is selected as Same Box, the network interfaces will
not be shown.

Datastore

Data Store is the storage location on host where the VM will be
created. The drop-down is populated after selection of ESXI host.

If the ESXI host is selected as Same Box, the data store is not shown.

End User License
Agreement (EULA)

The EULA is populated when the OVA is selected under Upgrade To
column.

It is mandatory to accept EULA. If the EULA is not accepted the
configuration will not be allowed to be saved.

Table 17: Upgrade Configuration Field Description
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Clicking on Edit button will open the configuration window. The following screen shots

provide an example of the configuration parameters

BSM Upgrade Configuration:

Home [ Services / Solution Deploy ger / Upgrade [+]
| Edit Upgrade Configuration % FERE
Upgrac "
General Configuration Details | Upgrade Configuration Details | End User License Agreement | M
Expand All | Collapse All
Note: For General Configuration Details -
5 Items
System BSM_97
i ti
ey IP Address  148.147.178.97 [a=ten
* Operation Uparade :l
BSM_57
= * ESXI host 148.147.178.64 |[+|
CH_g0 * Upgrade Source | SMGR_DEFAULT_LOCAL
AT * Upgrade To | BSM-7.0.0.0.700007-e55-01.0va =]
sP128
utility_sery| Upgrade Configuration Details » E
End User License Agreement =
AVAYA GLOBAL SOFTWARE LICENSE TERMS -
REVISED: March 2015 D
THIS END USER LICENSE AGREEMENT (&quotSOFTWARE LICENSE TERMS&quot) GOVERNS THE
USE OF PROPRIETARY SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED 2
THROUGH AVAYA. READ THESE SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR
* (7
I Agree to the above end user license agreement.
*Required el
Cancel Save
Figure 33: Example of Branch Session Manager Upgrade Configuration - 1
Home [/ Services [/ Solution Deploy ger / Upgrade [+]
- . 2
| Edit Upgrade Configuration % Help 7
Upgrac
pg * Upgrade Source SMGR_DEFAULT_LOCAL [ =] -
* Upgrade To  |BSM-7.0.0.0.700007-255-01.0va [+]
Upgrade Configuration Details »
Note: For
5 Items

* Existing Administrative User ‘cust

* Existing Administrative Password ‘..

Element N

Pre-populate Data

BSM_97 * 1P Address  |148.147.178.97
cM_80 * Short Hostname  bsm-97
M_SurvR Network Domain  smgrdev.avaya.com
*
=p128 Netmask |255.255.255.0
- * Default gateway 148.147.178.1
utility_sery

135.27.168.74

DNS server(s)

Timezone Asia/Kolkata

NTP server(s) O.rhel.pool.ntp.org, L.rhel.pool.ntp.¢

* Login Name  |cust
* Enter Customer Account Password  esesse
* Primary System Manager IP | 148.147.162.185
* Enrollment Password  esess

* LSP IP 148.147.178.80
* Flexi Footprint BSM 7.0 Profile 2 Max Devices 5,000 |«
* public | VM Network =
* out of Band Management | VM Network =]
* Datastore | datastorel (23) =]

nfiguration
tus

m

Cancel

Save

Figure 34: Example of Branch Session Manager Upgrade Configuration - 2
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Communication Manager Upgrade Configuration:

NTP Server(s)

DNS Server(s)

Search Domain List

* WeblLM Server 1Pv4 Address

* CM Privileged Administrator User Login

“ CM Privileged Administrator User Password
* Flexi Footprint

* Public

* Qut of Band Management

* Datastore

135.27.168.74

148.147.178.128

cmuser

CM Su ble Max users 1000 -
VM Network
VM Network

| datastore1 (23)

(EN|EN|ER|

Home / Services / Soluti ploy ger / Upgrade [+]
{ IR e *® Help 7
Upgrac Help? »
General Configuration Details | Upgrade Configuration Details | End User License Agreement |
Expand All | Collapse All
Note: For
5 Items General Configuration Details +
Element N System  CM_80 nfiguration
tus
IP Address 148.147.178.80
BSM_97 * Operation Upgrade [+
CM_80 * ESXI host 148.147.178.64 [=]
CM_SurvR| * Upgrade Source SMGR_DEFAULT_LOCAL |+
5P128 * Upgrade To | CM-Simplex-07.0.0.0.441-e55-0.0va [=] E
utility_seny
Upgrade Configuration Details »
End User License Agreement
AVAYA GLOBAL SOFTWARE LICENSE TERMS -
REVISED: March 2015 o
THIS END USER LICENSE AGREEMENT ("SOFTWARE LICENSE TERMS") GOVERNS THE
USE OF PROPRIETARY SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED 2
THROUGH AVAYA. READ THESE SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR
* 1 Agree to the above end user license agreement.
H
Cancel Save
Figure 35: Example of Communication Manager Upgrade Configuration - 1
Home / Services / Solution ger / Upgrade ©
{ Edit Upgrade Configuration % EDY
Upgra( * Upgrade To CM-Simplex-07.0.0.0.441-e55-0.0va : o
Upgrade Configuration Details -+
<ot 7 Auto Commit
5 Items
* Existing Administrative User ‘cmuser |
Element N * Existing Administrative Password  |ssssssssss | L Eiuration
BSM_97
* CM IPv4 Address  |148.147.178.80
—— * CM IPv4 Netmask |255.255.255.0
CM_SurvR = CM IPv4 Gateway |148.147.178.1
spi2s Out of Band Management IPv4 Address |0.0.0.0 =
utility_sery Out of Band Management IPv4 Netmask 0.0.0.0
* CM Hostname  cm-80

Cancel

Save

Figure 36: Example of Communication Manager Upgrade Configuration - 2
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Utility Services Upgrade Configuration:

Home [ Services [ Solution Deployment Manager / Upgrade Management [+]
| Edit upgrade configuration x Helo 2
Upgrac Help?
General Configuration Details | Upgrade Configuration Details | End User License Agreement |
Expand All | Collapse All
Note: For
5 Items General Configuration Details «
Element System utility_server_148.147.178.185 -ntfliiuration
IP Address ~ 148.147.178.185
BSM_97 * Operation | Upgrade[+]
cM_8o * ESXI host  [148.147.178.64 [+]
CM_SurvR| ¥ Upgrade Source [ SMGR_DEFAULT_LOCAL [+]
5p128 * Upgrade To  [US-7.0.0.0.0.11-e55-01_OVF10.0va[+| B
utility_sery
Upgrade Configuration Details »
End User License Agreement =
AVAYA GLOBAL SOFTWARE LICENSE TERMS -
REVISED: March 2015 3
THIS END USER LICENSE AGREEMENT (“SOFTWARE LICENSE TERMS”) GOVERNS THE
USE OF PROPRIETARY SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED 2
THROUGH AVAYA. READ THESE SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR
* 1 Agree to the above end user license agreement.
Cancel Save
Figure 37: Example of Utility Services Upgrade Configuration — 1
Home / Services / Solution Deployment Manager / Upgrade Management [+]
I e e ® Help 2
Upgrac
* Upgrade To US-7.0.0.0.0.11-e55-01_OVF10.0va : b
Upgrade Configuration Details ~
Note: For * Existing Administrative User  |admin |
5 Items * Existing Administrative Password  |eesssss |
Pre-populate Data =
Element g [figueation
* Communication Manager IP | 148.147.178.80
BSM_57 * Network Time Protocol IP  |0.centos.pool.ntp.org
cm_s0 * Hostname  |us-195
Timezone setting | Pacific/Samoa -
CM_SurvR
cp1os Utility Services Mode | full_functionality :
- =
Primary System Manager IP address for ‘14&147_152_155 ‘ H
utility_sery application registration
* Enrollment Password | .

Default Gateway |148.147.178.1

DNS 135.27.168.74
Public IP Address |148.147.178.185

Public Netmask |255.255.255.0
Out of Band Management IP Address
Qut of Band Management Netmask

* Flexi Footprint | Minimal Resources [~

* Public | VM Networl -

* Services VM Networl -

* Qut of Band Management | VM Networl -
* Datastore | datastorel (23) [=] -

Cancel Save

Figure 38: Example of Utility Services Upgrade Configuration - 2




4. Click on Save button on Edit Configuration window. The Configuration Status would
be turned from red to green. Continue to Edit configuration for other elements.

Home [ Services / Solution Depl

/ Upgrade

g

Upgrade Configuration

Help ?

Note: For System Platform, please make sure all the elements associated with it are included in Upgrade.

5items & Show | All[+]
e Configuration
Element Name Parent Name Type 1P Address Release Version | Pre-upgrade | Edit 4
Status
Check
BSM_97 CM_SurvRemoteEmbed  Session Manager  148.147.178.97 6.0.0.0.600018 ()
Communication
CM_80 CM_SurvRemoteEmbed Manager 148.147.178.80 RO16x.00.0.345.0 @
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 6.0.0.0.1803
SP128 System Platform 148.147.178.128 6.3.0.0.18002
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 5.0.0.0.9 @

Figure 39: Upgrade Configuration Completed
5. Click on Upgrade button. Select Run Immediately or Schedule Later and click on

Schedule.

Home [ Services / Soluti ploy ger / Upgrade Management

Job Schedule

Schedule Job:
) Schedule later

Date: 18
Time: |18 |21 : |04

® Run Immediately

2015 |[EH

Time Zone: |(+5.30)Chenna\, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

|

Figure 40: Job Schedule page for Upgrade
6. The page will be redirected to Upgrade Management page where Release Status will
be in Running State and Last Action and Last Action Status will show Upgrade in

pending state.

Home / Services / Solution Depl

ger / Upgrade

Upgrade Management

Help ?

Enable Auto Refresh(10 sec) | Show Selected Elements

‘ Pre-upgrade Actions ~ ‘ ‘ Upgrade Actions ~ Do
6ltems ' Show Al Filter: Enable
Release |Update Last |Pre
[ |name Parent Type Sub-Type IP Address o Last Action | Action |Che
Status |Status
Status | Sta
Session Branch Session o, @
B5M_97 CM_SurvRemoteEmbed Mansger Manager 148.147.1768.97 | % N/A Uparade @ (]
. Avaya Aura(R) . .
F cM_65 ﬁg;"‘a’”;:“cam” Communication  148.147.162.65 | (%) @ Ay
a Manager
c Avaya Aura(R)
CM_80 CM_SurvRemeteEmbed ﬁ:?ﬂm:pmt'”” Communication ~ 148.147.178.80 | £.% N/A Upgrade [©] (]
g Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 | (@) ® E’;g@gmde N/A | N
System System Pre-upgrade
SP128 Platfarm Platfarm 148.147.178.128 | (®) ® Check N/a | N
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 i‘.& N/& Upgrade © @
4 [} | r
Select : All, None

Figure 41: Upgrade Scheduled
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7. Refresh the page to check the progress or click Enable Auto Refresh link to
automatically refresh every 10 seconds.

Home | Solution Deployment Manager *

Upgrade Management

» Home [ Services / Solution Deployment Manager / Upgrade Management

Help ?

Enable Auto Refresh(10 sec) | Show Selected Elements
| Pre-upgrade Actions - || Upgrade Actions ~ |
61tems & Show/All[+] Filter: Enable
Last |Pre-upgrade
[ |Name Parent Type sub-Type IP Address Release | Update |, action | Action | check Current Version
Status | Status
Status | Status
Session Branch Session o o
BSM_97 CM_SurvRemoteEmbed  UeS00 e 148.147.178.97  §% N& | Upgrade o |@ 6.0.0.0.600019
] Avaya Aura(R) N _
[ cM_65 ﬁ:n’"a’“::"m‘” Communication  148.147.162.65 (7 @ A RO16x.03.0.124.0
9 Manager
= Avaya Aura(R) o o
cM_80 oM e c 143.147.178.80 £ na | Upgrade | @ RO16x.00.0.345.0
g Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (@) ® g‘e;fgme A | Na 6.0.0.0.1803
System System Pre-upgrade
5p128 Platform Platform 148.147.178.128 (@ ® Check NA | NA 6.3.0.0.18002
utiity_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 5% wa | Upgrade DO 6.0.0.0.9
< m ] v
Select : All, None

Figure 41: Enable Auto or manual Refresh for updated status

8. Pre-upgrade check gets executed as part of upgrade as well. When the upgrade or
update is in progress, all operations are disabled until the update or upgrade

operation is complete.

Home | Solution Deployment Manager ®

Upgrade Management

» Home / Services [/ Solution Deployment Manager / Upgrade Management

Enable Auto Refresh(10 sec) |

Help 2

Show Selected Elements

| Pre-upgrade Actions - || Upgrade Actions - |

6ltems & Show All[~]

Filter: Enable
Last |Pre-upgrade
[ [Name Parent Type Sub-Type 1P Address zf;f::e gfi?.? Last Action | Action | Check Current Version
Status | Status
BSM_97 CM_SurvRemoteEmbed  SosSion Branch Session 146, 147.178.97 &% N/A Upgrade & 6.0.0.0.600019
Manager Manager LD b
) Avaya Aura(R) ~ ~
[ M5 omMUNICEON  Communication  148.147.16265  (2) 0] A RO16%.03.0.124.0
g Manager
. Avaya Aura(R)
cM_80 CM_SurvRemoteEmbed ﬁ;’r‘mﬁg;ﬁ"“m" Communication  148.147.178.80 % WA  Upgrade e R016x.00.0.345.0
Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (@ ® E’h‘zc“fﬂrade NA | A 6.0.0.0.1803
System System Pre-upgrade
SP128 Platform Platform 148.147.178.128 (®) ® Check N/A N/A 6.3.0.0.18002
utility_server_148.147.178.185  CM_SurvRemoteEmbed  Utility Server 148.147.178.185 % NA  Upgrade |6 6.0.0.0.9
& i i
Nl i ]

Select : All, None

Figure 42: Pre-upgrade check runs as part of upgrade

The migration use case will be divided into two parts from this point, depending on what is
selected in ESXI host.

Different Box Migration: If AVP or ESXi host is selected, it is considered as Different Box

Migration which is an automated process. Go to Different Box Migration for checking the

status.

Same Box Migration: If Same Box value is selected, it is considered as Same Box
Migration. Follow Same Box Migration steps from this point onwards.
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4.2.1 Different Box Migration

If the selected value in ESXi host in the Edit configuration is an ESXi host or an AVP host, it
is considered as a different box migration. This means that the System Platform or Linux-
based element will be in stopped state and the elements will be migrated to AVP or ESXi

host. This section covers Different Box Migration.

1. Click on Last Action Status to see the upgrade steps for individual elements. The

steps will include

= Taking Backup

= Downloading the backup on System Manager

=  Stopping the VM.
= Deploying the new VM.
= Restoring the backed up data on the newly created VM

Branch Session Manager Status:

Home [ Services / Solution Deploy ger / Upgrade [+]
?
Element Check Status x 220
Up¢ :
Upgrade Job Details @ passad @ Failed &b successful ith Recommandd Failura ot Startad | MENts
Prg Element Status Detail Steps and Status
1ltem o 10 Items
6 Ite = = able
Element Name | IP Address Status Step Name Step Status Error Description . l
5
E BSM_97 148.147.178.97 Queued in scheduler @ tion | |
Creating Environment Files @ plus |-
PreUpgradeCheck
B SM-Sufficient Memory Check @
SM-Disk Space Check @
SM-CPU Check %]
SM-System Platform Root @
Credentials Check b
SM-Requires files download @ &
SM-System Platform Added A
Check @
SM-Is System Reachable @
< r
Sele(
Done
Figure 43: Example of Branch Session Manager Upgrade Status
Communication Manager Status:
Home / Services / Solution Deployment Manager / Upgrade Management [+]
[
Element Check Status x =6 =
Upc -
Upgrade Job Details @ pazsed @ Failed db successful with Recommended Failure (tiot Started _‘ e
Pre Element Status Detail Steps and Status
1ltem = 16 Items
6 Ite able
Element Name | IP Address Status Step Name Step Status Error Description
L [l
B CM_80 148.147.178.80 Queued in scheduler @ :ion |
Creating Environment Files (] atus |
PreUparadeCheck (=]
CM-Sufficient Memory Check (&)
] CM-Disk Space Check @
CM-CPU Check @ E
CM-System Platform Root @
Credentials Check
CM-Requires files download @ fa
CM-System Platform Added 1
Check @ L)
CM-Is System Reachable ®
1 CM-Is Host Name Valid @ r
Selet PreUpgradePatch @
PreMigrationChecks @
Backup @
DOWNLOAD_BACKUP @
Stop -
Done

Figure 44: Example of Communication Manager Upgrade Status
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Utility Services Status:

Home / Services [ Solution D ger / Upgrade
El=
Element Check Status. x felp 2 il
Upc¢ -
i Passed % Failed & Successful With Recommended Failure '“/lot Started | nents
@ Draies b ® :
| Pre Element Status Detail Steps and Status
1ltem & 11ltems
6 Ite able
Element Name | IP Address Status Step Name ‘ Step Status Error Description = 1
s
(] utility_server_148.147.178.185 148.147.178.185 i‘,& Queued in scheduler (=] tion ||
Creating Environment @ atus |
Files b
PreUpgradeCheck @ F
Us-Sufficient Memory
a] Check ®
US-Disk Space Check @
US-CPU Check ® F
US-System Platform @
Root Credentials Check A
US-Requires files @
download [a
US-System Platform L
Added Check @ P
< [ US-Is System b
- ‘_ Reachable ®
= PreUpgradePatch a'.i'
Done

Figure 45: Example of Utility Services Upgrade Status

2. The upgrade process will take few minutes to complete the migration. All the System
Platform-based elements will be migrated to VMware-based elements. Status can be
monitored by clicking on icon in the Last Action Status column.

BSM Upgraded Successfully:

Upgrad¢

[ Pre-upgra BSM_97 14514717697 @

4ltems &

Element Check Status

Home f Services / Solution Deployment Manager f Upgrade Management

Element Name | IP Address ‘ Status

Step Name ‘ Step Status

Error Description

O

Name

L]
]

]
L]

4

select @ 2ll, |

utility,

Queued in scheduler
Creating Environment Files
PreUpgradeCheck
SM-Sufficient Memory Check
SM-Disk Space Check
SM-CPU Check

SM-System Platform Roat
Credentials Check

SM-Requires files download
SM-System Platform Added
Cheel

SM-Is System Reachable
PreUpgradePatch
PreMigrationChecks
Backup
DOWNLOAD_BACKUP
Stop

YM-DEPLOY

RESTORE
POST-RESTORE

[N AN O O O CON O O U I CUN SO O Y

Upgrade Job

Done

ed Elements

m

Help ?

ier: Enable

Current Ve,

7.0.0.0.700]

RO16x.03.0

RO17:x.00.0)

7.0.0.0,0.1]
b

Figure 46: Example of Branch Session Manager Upgrade successfully completed
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Communication Manager Upgraded Successfully:

Home / Services / Solution ! ger / Upgrade [+]
7
Element Check Status x LEED
Upg rads ‘Elemenl Name | IP Address ‘Stalus | Step Name ‘Step Status Error Description A
ed Elements
_ ‘ CcM_a0 148.147.176.80 @@ ‘ Queued in scheduler @ ——
Pre-upgral Creating Environment Files (5]
| PrelpgradeCheck
61tems o Pe @ Bt Enable
CM-Sufficient Memory Check @ =
Fl |Namd CM-Disk Space Check @ —
CM-CPU Check @
CM-Systemn Platform Root
B Credentials Check @ 4T
CM-Requires files download @
O cme CM-System Platform Added @ i 3 k),
Check
E cM_g CM-Is System Reachable @ 17x,00.0441,
CM-1s Host Hame Valid @ =
<
O cms PreUpgradePateh @ [POOEEE
B spiz PreMigrationChecks @ 5.0.0.18002
[ utility Backup (] 1.0.0.9
< DOWHLOAD_BACKUP @ v
Salect : all, | Stop [%]
UM-DEPLOY @
RESTORE @
POST-RESTORE @ m
Upgrade Job @ -
Done
Figure 47: Example of Communication Manager Upgrade successfully completed
Home / Services / Solution Deployment Manager / Upgrade Management [+]
2
Element Check Status x [EEE
Upgrad«
|E|ement Name IP Address |Statu§ | Step Name ‘Steu Status Error Description +| [ —
| utility_server_148.147 175,185  148.147.175.135 & ‘ Queued in scheduler @
Pre-upgral Creating Environment @
Files
6 Items & PreUpgradeCheck @ | teri Enable
us-Sufficient Merory [
Check © Fel
[ [Name Curreni
Us-Disk Space Check @
s US-CPU Check @ SO
US-System Platform Root )
Credentials Check
B cmq Us-Requires files ® ROLEX.
download
us-system Platform
[ Added Check @ ROL7x.
US-[s System Reachable & s
B  cmg 6.0.0.0
PreUpgradePatch @
O spiz PreMigrationChecks @ 5.3.00
[ utility Backup @ 7.0.0.0
E! DOWNLOAD_BACKUP @ P
Select : All, | Stop @
YM-DEPLOY @
RESTORE @
POST-RESTORE @
Upgrade Jab @ 2
Done

3. Once the migration for all the elements is complete.
The Release Status for all the elements on Upgrade Management will be

Figure 48: Example of Utility Services Upgrade successfully completed

Upgraded state (Q).

The current version is updated to latest version.
The parent has changed from System Platform Template to ESXi or AVP Host.
In case of System Platform migration, the System Platform and Templates

are removed from Home/Services/Inventory/Manage Elements once the
migration is complete for all the elements.

Upgrade Management

Home / Services / Solution Deployment Manager / Upgrade Management

Enable Auto Refresh(10 sec) |

Help ?

Show Selected Elements

| Pre-upgrade Actions - |

| Upgrade Actions - |

4Ttems 2 Show | All[+]

Filter: Enable
Last |Pre-upgrade Entitled
[ | Name Parent Type Sub-Type 1P Address. SEsss i s Action |Check Current Version | Upgrade
Status |Status |Action
Status |Status Version
Session Branch Session
[ Bsm_97 145.147.07864 p00 Mg 148.147.178.97 | @ WA | Upgrade @ |4 7.0.0.0.700007 | 7.0.0.0.70
. Avaya Aura(R) _ B
[ cM_65 ﬁ:;”am::““””” Communication  148.147.162.65 | () ] A RO16x.03.0.124.0
g Manager
: Avava Aura(R)
O cM_so 148.147.178.64 ﬁg:‘”am;’:“““”” Communication  148.147.178.80 | @ N/A Upgrade @ iy RO17x.00.0.441.0 | 7.0.0.0.44
g Manager
[ utility_server_148.147.176.185  148.147.178.64  Utility Server 148.147.178.185 | @ WA | Upgrade ®& | & 7.0.0.0.0.11 7.0.0.0.0.3

4

1

| +

Select : All, None

Figure 49: Upgrade Management updated status for upgraded elements
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4.2.2 Same Box Migration

If the selected value in ESXi host in the Edit configuration is Same Box, the process is called as the
same box migration. This means that the AVP host or the ESXi VMware will be installed on the same
box on which System Platform or Linux-based element is residing. This section covers Same Box

Migration.
1.
include:

=  Taking Backup

Branch Session Manager Status:

Downloading the backup on System Manager
Pause the migration and change element state to Paused.

Click on Last Action Status to see the upgrade steps for individual elements. The steps will

Home / Services / Solution Deployment Manager / Upgrade Management

(-]
?
Element Check Status x 206
Upgi .
Upgrade Job Details @ paccad @ railed &b succasstul with Recommandad Failure ot started | Ements
Pre-| Element Status Detail Steps and Status
1ltem & 14 Items &
6 Item nable
e | == s i -
re
= BSM_97 148.147.178.97 (W, Queued in scheduler @ bon | Che
Creating Envirenment Files @ s | St
PraUpgradeCheck @ @
o SM-Disk Space Check @ &
SM-Sufficient Memory Check @ -
SM-Bandwidth Check @ @
SM-System Flatform Root @
7] Credentials Check
SM-Requires files download (%] N
SM-System Platform Added N/
Check @
EreUpgradePatch @ @
a PreMigrationChecks @ J
Select Sackup )
DOWNLOAD_BACKUPB ]
Migration W Waiting for Host to Install |
Done
Figure 50: Same Box Migration - Paused State for BSM
Home / Services / Solution Deployment Manager / Upgrade Management (-]
2
Element Check Status x HeR?
Upgi =
Upgrade Job Details @ passed @ railed &b successiul with Recommended Failure Dot Started (| ements
Pre-, Element Status Detail Steps and Status
1ltem & 15 Items &
6 Item nable
Element Name. ‘ 1P Address ‘ Status Step Name ‘ Step Status Error Description -
rel
i} CM_80 148.147.178.80 Q, Queued in scheduler @ oon | Che|
Creating Environment Files @ s S
PreUpgradeCheck @ @
CM-Requires files download @ -
a CM-System Flatform Added @ &
Check A
CM-Is Host Name Valid @ 3 @
CM-Sufficient Memory Check @
CM-Disk Space Check @ b
CM-Bandwidth Check @ 1z
CM-System Flatform Root
Credentials Check @ @
ar PreUpgradePatch @ e
Selecy PreMigrationChecks @
Backup @
DOWNLOAD_BACKUP @
Migration G Waiting for Host to Install ',
Done
Figure 51: Same Box Migration - Paused State for CM
Heme / Services / Solution Deployment Manager / Upgrade Management o
2
Element Check Status x| PP
Upgi —
Upgrade Job Details D esaed @ railed & succassful with Recommended Failure Dhiot steri=d *| Ly
Pre-{ Element Status Detail Steps and Status
1ltem & 15 Items
6 Item N nable
Element Name |17 Address Status. Step Name | step status Error Description
B utility_server_148.147.178.185  148.147.178.185 3, Queued in scheduler @ .nn E:—‘:
Creating Environment
Files 2 EAEL
PreUpgradeCheck @ @
US-Disk Space Check @
a US-Sufficient Memory ) ES
Check L
US-Bandwidth Check @ @
US-RAID Battery Check @
US-System Platform Root NZ4
Credentials Check
US-Requires files @ R
download
US-System Platform @ @
[ Added Check »
Select PreUpgradePatch @
= PremigrationChecks @
Backup [2)
DOWNLOAD_BACKUP @ m
Migration u \aiting for Host to 2
Done

Figure 52: Same Box Migration - Paused State for US
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2. The migration is halted and all the elements are in Paused state.
Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

Pre-upgrade Actions ~ Upgrade Actions ~
6ltems ' Show All[+] Filter: Enable

Release | Update e
[ | Name Parent Type Sub-Type IP Address Status | Status Last Action | Action | Che

Status | Sta
Session Branch Session
BSM_97 CM_SurvRemoteEmbed Mansger Mansger 148.147.178.97 (0 N/A Upgrade 1 @
Avaya Aura(R) i _ .
[ cMm_s5 ﬁgnmam;:‘cat‘”" Communication  148.147.162.65 | () @ A
a Manager
Avaya Aura(R)
CM_80 CM_SurvRemoteEmbed ﬁg;"am:':‘ca“" Communication  148.147.178.80 | 1I N/A  Upgrade D ()
9 Manager
CM_SurvRemoteEmbed SP123 Templates 148.147.176.128 | @ ® E’:E'C”Eg’ada NA | N
System System Pre-upgrade
F .147.178.
SP128 Platfarm Slatfarm 148.147.178.128 | (®) ® Check N/A | N
utility_server_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 | 1L N/A Upgrade () ()]
4 nr ]
Select : All, None

Figure 53: Elements release status in Paused State
3. The migration is halted so that admin can install AVP or VMware ESXi host on the
same server. Follow the AVP:
= For Linux-based element, we require one additional IP address for AVP/ESXi
Host and one IP address for Utility Services.
=  For System Platform where the utility services VM is already part of the
template, the SP C-Dom or Dom-0 IP can be used for installing AVP or
VMware ESXi host. If using a different IP ensures that the IP address is in the
same subnet as the VM IP addresses.
Once the AVP or VMware ESXi host is installed on the same box, add the host to VM
Management. Refer to Appendix-D for adding host to VM Management.
Refer to section Utility Services for details whether to deploy Utility Services or not.

4. Once the host is added to VM Management, we are ready to resume the migration.
Select the elements which are in Paused state and click Upgrade Actions > Resume.

Home /[ Services [ Solution ger / Upgrade [+]
Help #
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
Pre-upgrade Actions ~ Uparade Actions ~
6Items & Show | Alll~] Filter: Enable
Last |Pre
[ [name Type Sub-Type IP Address ::BI:S:E :tpadtzt: Last Action |Action | Che
Session Branch Session
v
BSM_97 CM_SurvRemoteEmbed e ey 148.147.178.97 1, NfA Upgrade 1, @
. Avaya Aura(R) B B .
F cm_65 ﬁ::‘a’”::“cam” Communication  148.147.162.65  (7) @ Ay
a Manager
o Avaya Aura(R)
cM_80 CM_SurvRemoteEmbed ﬁ:;"ﬁm;:”cam” Communication  148,147.178.80 1! /A Upgrade w (]
g Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 (8 ® Ef;c‘gmde N/ANMY
System System Pre-upgrade
SP128 Platform Platfarm 148.147.178.128 (®) ® Check N/A N
utility_serwer_148.147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 1L NfA Upgrade 1, @
« I G
Select : All, None

Figure 54: Resume the upgrade from Paused State
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5. The page will be redirected to Resume configuration.

Home / Services / Solution Deployment Manager / Upgrade Management

Help 2
Resume Configuration
31tems & Show All[+]
Element Name ‘ Parent Name IP Address Current Version |Target Host | Data Stnre‘ Flexi Footprint ‘ Network Configur:
BSM_97 CM_SurvRemoteEmbed ~ 148.147.178.97 6.0.0.0.600019

BSM 7.0 Profile 2 Max Devices 5,000 [=]
€M Survivable Max users 1000 =]

Minimal Resources [=]
i

cM_80 CM_SurvRemoteEmbed  148.147.178.80  R016x.00.0.345.0

[ & &
[ & &

utility_server_148.147.178.185  CM_SurvRemoteEmbed = 148.147.178.185  6.0.0.0.9
<

J ’

Job Schedule

© Run Immediately

Schedule Job: -
0 Schedule later

Date: |August 20 |[2015 |EH
Time: [20 |42 |45 |[24nr

Time Zone: | (+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

Figure 55: Resume Configuration Page
6. Fill in the required data for all the upgradable elements.
Target Host: Choose the host which was installed on the same hardware and added
to VM Management.
Data Store: Choose the Data store where VM will be created.
Flexi footprint: Footprint which will be used in deployment of the OVA.

Home / Services / Solution Deployment Manager / Upgrade Management

Help
Resume Configuration
3Items & Show All[~]

Element Name | Parent Name IP Address Current Version | Target Host | Data Store ‘ Flexi Footprint | Network
BSM_57 CM_SurvRemoteEmbed  148.147.178.57  6.0.0.0.60001% 148.147.178.64 [w| |[datastorel (23)[w| [BSM 7.0 Profile 1 Max Devices 1,000 [+
CM_80

CM_SurvRemoteEmbed ~ 148.147.178.80  RO16x.00.0.345.0 |148.147.178.64 [v| |datastoret (23)[w] |CM Survivable Max users 1000 [=]
utility_server_148.147.178.185 CM_SurvRemoteEmbed  148.147.178.185 6.0.0.0.9

148.147.178.64 [v] [datastorel (23)[v] [Minimal Resources [+]
< m

| r

Job Schedule

® Run Immediately

Schedule Job: -
0 schedule later

Date: [August 20 |[2015 |ER
Time: 20 |42 |45 ||24Hr
Time Zone:

(+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

Figure 56: Resume Configuration populated
7. Click on Edit button for each element in Network Configuration Column to provide
network interfaces for that VM. Select the value from the available network
interfaces and click on Done button. In case of CM-Duplex migration on AVP,

Duplication Link network parameter will show physical NICs for creation of a new
network interface.

Home / Services / Solution Deployment Manager / Upgrade Management

4}
Network Configuration x Y
Resume Configuration
3items @ Show al[+] Network Parameters
-
e Parent Name Public VM Network E Network Configuration
* Out of Band Management | | VM Network Iz‘
CM_SurvRemoteEmbed levices 1,000 [=]
CM_SurvRemoteEmbed

fs 1000 =]

148.147.178.185 CM_SurvRemoteEmbed
4 [

Job Schedule

RN ITITEUIE Ty

Schedule Job: -
) Schedule later
Date: |August 20 |[2015 |ER
Time: (20 |:|42 |:|45 24Hr
Time Zone:

(+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

*Required

Figure 57: Resume Configuration — Network Parameters
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8. Select Run Immediately (default) or Schedule later and click on Schedule button for
resuming the migration.
The page will be redirected to Upgrade Management Page. The release status will

show running and Upgrade Job in Pending state. Refresh the page to check the status
of Last Action Status.

Home [ Services / Solution Deployment Manager / Upgrade Management [+]
Help ?
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements

| Pre-upgrade Actions ~ | | Uparade Actions - Download

6ltems & Show Filter: Enable

Last |Pre-upgrade
[ |Name Parent Type Sub-Type IP Address Release |Update|, . .0 | Action|check Current Version
Status |Status
Status | status
Session Branch Session an @
BSM_97 CM_SurvRemoteembed = Mansger 148.147.178.97 | &2 WA | Upgrade @ @ 6.0.0.0.600019
Avaya Aura(R) _ _
[ cM_65 ﬁg:‘:::”ﬁ“”” Communication ~ 148.147.162.65 | (2 @ A RO16x.03.0.124.0
9 Manager
Avaya Aura(R)
cM_s0 CM_SurvRemoteEmbed ﬁ:r‘mﬂm:;“““”” Communication ~ 148.147.178.80 | &% N/A Upgrade ] @ RO16x.00.0.345.0
g Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.176.128 | & ® E’higgmde na | N 6.0.0.0.1803
System System Pre-upgrade

SP128 Plotform Platform 148.147.176.128 | (& ® Checle na | wa 6.3.0.0.18002

utility_server_148.147.176.185  CM_SurvRemoteEmbed  Utility Server 148.147.178.185 | £% WA | Upgrade (] @ 6.0.0.0.9

4 M | 0
Select : All, None

Figure 58: Resume scheduled
9. The migration will be resumed. Click on Last Action Status for the element to see the
status:
BSM Status:

Home / Services / Solution Deployment Manager / Upgrade Management
Element Chack Status x FZoE
Upgrade Man TEE TEIA7 17597 5% Toe0ed m seheduler )
— Creating Enviranment Files ® AiEEecedEemEnts)
| pre-uparade Action PreUpgradeCheck @
e — SM-Disk Space Check (]
CHLES RN 20 SM-Sufficient Memory Check @) Filter: Ensble
SM-Bandwidth Cheek [/ i Eatitied)
0 |Name SM-System Platform Root @ R
Credentials Check S
BSM_07 SM-Requires files download @ 19 7.0.0.0.700007
SM-System Platform Added @
F  cM_6s Checle 124.0
PrelpgradePatch @
cM_so PreMigrationChecks ® 545.0  7.0.0.0.441
Backup @
CM_SurvReme DOWNLOAD_BACKUP @ 1 R
sP128 Migration B ] 2 A
) (Pre-Deployment)
ity Ear Su-Sufficient Memory Check @ 7.00.0.0.11
El — (Pre-Deployment) SM-Disk ) b
ST Space Check
select : All, None (Pre-Deployment) SM-CPU @
eck.
(Pre-Deployment) SM-Host @
Version Chedl
(Pre-Deployment) @ m
SM-Requires files download
Un-DEPLOY. =] -
Done
Figure 59: Example of Branch Session Manager job status
Home / Services / Solution Deployment Manager / Upgrade Management o
Element Chack Status x Help 7

Upgrade Man

PreupgradeCheck
CM-Requires files download
CM-System Platform Added
Check

bw Selected Elements

[ Pre-upgrade Action
> —

6ltems @ show Mt Host Name Valid Filter: Enable

CM-Sufficient Memory Check

CM-Disk Space Checc

[ p—— CM-Bandwidth Check.

CM-System Platform Root
Credentials Check

PreUpgradepatch

Entitied
sion | Upgrade
version

19 7.0.0.0.700007
[

cM_as 124.0

PreMigrationChecks
[

cM_so B45.0  7.0.0.0.4d1
Backup

[t

CM_SurvRemg DOWNLOAD_BACKUP e

[l

Wigration

shazs (Pre-Deployment)

1] utility_server_1 CM-Sufficient Memary Check

Al (Pre-Deployment) CN-Disk
Space Check

Select : All, None (Pre-Deployment) CM-CPU
Check

2 A

7.0.0.0.0.11

(Pre-Deployment) CM-Host
Version Check
(Pre-Deployment)
CM-Requires files download
VM- DEPLOY

@O IOHOIIRNRAIORIIIQ

Done

Figure 60: Example of Communication Manager job status
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US Status:

v
[ia]

7

[

[t}

L]
o[

Pre

Upgrade Man

upgrade Action

6ltems & Show

] |name

BSM_97
CM_65
cM_80
CM_SurvRemg

SP128

utility_server_1

Select : All, None

Home / Services / Solution Deployment Manager / Upgrade Management

Element Check Status

Help 7

Check

download

Backup

US-Rey
| downioad

(Pre-Deploym
US-Sufficient Memary
heck
(Pre-Deployment)
-Dick Space Check
(Pre-Deployment)
US-CPU Check

pace

T
US-Sufficient Memory

US-Bandwidth Check
US-RAID Battery Check
US-System Platform Root
Credentials Check
US-Requires files
US-System Platform
Added Cheek
PreUpgradePatch
PremigrationChecks

DOWNLOAD_BACKUP

et

(o000 Q@ Q@ 900 Q(

P Q@ @

VM-DEPLOY a8

Done

bw Selected Elements

Filter: Enable
Entitled
sion | upgrade
ersion

19 7.0.0.0.700007

124.0

B45.0  7.0.0.0.441
[
2 iR

7.0.0.0.0.11
'

10. Once the migration for all the elements is complete.
= The Release Status for all the elements on Upgrade Management will be in
Upgraded state (®).

= The current version is also updated to latest version.

= The parent has changed from System Platform Template to ESXi or AVP Host.

Figure 61: Example of Branch Session Manager job status

In case of System Platform migration, the System Platform and Templates are
removed from Home/Services/Inventory/Manage Elements once the migration is
complete for all the elements.

Home / Services / Solution Deployment Manager / Upgrade Management

Upgrade Management

Help 7

Enable Auto Refresh(10 sec) | Show Selected Elements

\ Pre-upgrade Actions \ \ Upgrade Actions

41tems & Show|Al[+]

Filter: Enable

Release |Update |Last |25t [Pre-upgrade Entitled
[] | Name Parent Type Sub-Type IP Address Action |check Current Version | Upgrade
Status |Status |Action .
Status [status Version
Session Branch Session
[] ssm_97 B1a7.17868 00 et 14814717897 | @ NA | upgrade @ | A& 7.0.0.0.700007 | 7.0.0.0.70
Avaya Aura(R) N i,
[ M85 ﬁ:nmam::mat'“” Communication  148.147.162.65 | (7) @ A RO16x.03.0.124.0
g Manager
Avaya Aura(R)
[ oM 80 148.147.178.64 ﬁgnmar;‘::mat'“” Communication  148.147.178.80 | @ N/A Upgrade @ A RO17x.00.0.441.0 | 7.0.0.0.44
Manager
[]  utllity_server_148.147.178.185  148.147.178.64  Utilty Server 148.147.178.185 | @ NA | vpgrade @ | 7.0.0.0.0.11 7.0.0.0.0.1
<[

M

| b

Select : All, None

Figure 62: Successful status updated for Resume operation
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4.2.3 Failed Migration
There would be cases when the migration would fail for reasons like

Backup failure.
Network not reachable.
Network glitch.
Element sanity failure.
Restore failure.

Others.

SDM handles failure of migration in following two ways:
Before Backup

1.

For Linux-based elements: If the migration failure is observed prior taking backup
of the element is complete and downloaded to System Manager, the migration is
marked as Failed and element Release Status is marked as Ready For Upgrade.
For System Platform-based elements: If any of the SP based elements migration
fails before completing the backup and downloaded to System Manager, all the
elements are put in failed state as all the elements needs to migrate together.

2. After Backup

For Linux-based Metal elements: If the migration has failed on any step after
taking the backup and downloaded to System Manager, the element is put in

Paused State. This means that the process is halted and can be resumed again by
the administrator.

For System Platform-based elements:

During migration, there is a VM deploy step which deploys the VM on AVP or
ESXi Host. Prior to VM deploy step the parent child relation with the SP and SP
Template are removed which means the elements are now individual elements
and only that element will be marked Paused which has actually failed.

If the VM deploy step is not performed yet then all SP element will be marked as
Paused.

Below is an example with screenshots where Utility Services pre-upgrade check
has failed but SP backup has been taken and that’s why the elements are marked
in Paused State.

Home / Services / Solution Deployment Manager / Upgrade Management

Help 2
Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

Pre-upgrade Actions * | | Upgrade Actions

6items & show | All[+] Filter: Enable

Release| Update st Ersbarade
[ |Name Parent Type Sub-Type 1P Address Last Action | Action | Check Current Version
status |status
Status | status
Session Branch Session
7
BSH_97 CM_SunRemoteEmbed  BESEOT e 148.147.178.97 | (11 WA | Upgrade 0 @ 6.0.0.0.600019
Avaya Aura(R) )
[ cM_65 ﬁ:nmam::‘mm” Communication  143.147.162.65 | (%) ® A RO16%.03.0.124.0
g Manager
@ Avaya Aura(R)
CM_80 cm_s e, e 148.147.178.80 | 11 WA | Upgrade 0 @ RO16x.00.0.345.0
g Manager
CM_SurvRemoteEmbed SP128 Templates 148.147.178.128 | @ ® Z’;sfgmdg A | NA 6.0.0.0.1803
System System Pre-upgrade
SP128 Platform Platform 148.147.178.128 | ® ® Chock N/A N/A 6.3.0.0.18002
utility_server_148.147.178.185  CM_SurvRemoteEmbed  Utility Server 148.147.178.185 | 11 WA | Upgrade O[] 6.0.0.09

4 m

Select : All, None

Figure 63: Upgrade Job failed for an element
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Clicking on Upgrade Last Action Status for Utility Services shows that US pre-
upgrade check has failed on Raid Battery

Home / Services / Solution Deployment Manager / Upgrade Management
Element Check Status x #ER D
Upgrade Man T Hly_server 148147 1781 TA0TA7178.T ) T Tueued in scheduler L] A
—_— Creating Environment @ 2w Selected Elements
—— Files
| Pre-upgrade Action PreUpgradeCheck @
6ltems & Show US-Disk Space Check ® Filter: Enable
US-Sufficient Memory @
Check | e
[ |name US-Bandwidth Check @ Current Version
o=
BSM_97 US-System Platiorm Root (o) 6.0.0.0.600019
Credentials Check
[ cM_65 gfﬁfjﬁ“d"“m“ @ RO16x%.03.0.124.0
US-System Platform @
CM_g0 Addad Chack R016%.00.0.345.0
US-Is System Reachable @
CM_SurvRemg PreUpgradePatch @ & 6.0.0.0.1803
sP128 PreMigrationChecks @ 6.3.0.0.18002
utility_server_1 Backup @ 6.0.0.0.9
i DOWNLOAD_BACKUP @ 5
e SP Backup Created on
Select : All, None SMGR. But One of the
e Element migration
failed after backup
Migration ) started, hence putting
all the elements to
Paused State. |
Shutdown SP Box
before proceed. -
Done
Figure 64: Job failure details - US migration put in Paused state
Clicking on Upgrade Last Action Status for CM will show that CM backup was
) .
completed and that’s why all the elements are put in Paused State.
Home / Services / Solution Deployment Manager / Upgrade Management [+]

Upgrade Man

| Pre-upgrade Action

61Items 2 Show

[ |Name

BSM_97

[l cm_65
cM_8o
CM_SurvRemg
5P128
utility_server_1

<

Select : All, None

Element Check Status

[Element Name TP Address

[Status |

Step Name [Step Status

Error Description

‘ cM_80

148.147.178.80

| Queued in scheduler

Creating Environment Files
PreUpgradeCheck
CM-Requires files download

CM-System Platform Added
Check

CM-Is System Reachable
CM-Is Host Name Valid
CM-Sufficient Memory Check
CM-Disk Space Check
CM-Bandwidth Check

CM-System Flatform Root
Credentials Check

PreUpgradePatch
PreMigrationChecks

Backup

QAP RAAIFIIRIARIAA

DOWNLOAD_BACKUP

Migration W

TP Backup Created on
SMGR. But One of the
Element migration failed
after backup started,
hence putting all the
elements to Paused State.
Shutdown SP Box before
proceed.

Done

“| bw Selected Elements

Help 7

Filter: Enable

Current Version

6.0.0.0.600019

RO16x.03.0.124.0

RO16x.00.0.345.0

6.0.0.0.1803
6.3.0.0.18002

6.0.0.0.9

Figure 65: CM migration put in Paused state as US job failed

Clicking on Upgrade Last Action Status for BSM will also show that element is in
Paused State

Element Check Status.

Home / Services [ Solution Deployment Manager / Upgrade Management

Help ?

[Element Name| 1P Address

[status |

Step Name [step status

Error Description

‘ BSM_S7

148.147.178.97

Queued in scheduler
Creating Environment Files
PreUpgradeChecl

SM-Disk Space Check
SM-Sufficient Memory Check

SM-Bandwidth Check

SM-System Platform Root
Credentials Check

SM-Requires files download

SM-System Platform Added
Check

SM-Is System Reachable
PreUpgradePatch
PreMigrationChecks
Backup

DIV RAFIIARIARAOD

DOWNLOAD_BACKUP

Migration 0,

SP Backup Created on
SMGR. But One of the
Element migration failed
after backup started,
hence putting all the
elements to Paused State.
Shutdown SP Box before
proceed.

Done

m

ements

nable

N/#

N/

Figure 66: BSM migration put in Paused state as US job failed
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4.3 Update Configuration
System Manager SDM supports patching of 7.0 elements from Upgrade Management.

Patching is supported for following 7.0 elements only:

Elements supported for Patching

Communication Manager

Communication Manager Messaging

Session Manager

Branch Session Manager

b Bl Bl

Utility Services

Table 18: Supported elements for patching

4.3.1 Staging for Elements for Patching
Here are the steps which are required for patching:

Add elements in Home/Services/Inventory/Manage Elements for the patching.
Refer to Section Things to know for configuring your elements in System Manager
Manage Elements.

Add Customer VMware ESXi or Avaya Virtualization Platform in VM Management.
Refer to Appendix-D for adding the host in VM Management.

Trust establishment: For 7.0 patching, establish trust between System Manager
and the element that needs to be patched. This is required for password less
connection to the element and do patch operations. There are two use cases here:

a. Element OVA deployed through SDM Client or vSphere client:
If the element is deployed using SDM Client or directly through vSphere
client, the trust is not established between System Manager and the
element. The trust can be established from VM Management for that
element. Refer to Appendix F — Establishing trust between System
Manager and the elements.

b. Element OVA migration or deployment using System Manager SDM:
If the element is deployed or migrated using System Manager SDM, then
trust is automatically be established.
If the host is removed and added again, follow Appendix F — Establishing
trust between System Manager and the elements.
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4.3.2 Update

Navigate to Home/Services/Solution Deployment Manager/Upgrade Management. In the

example below we will be updating:

= Communication Manager Official patch in version xml file.
Utility Services Custom patch.
Follow below steps for Update:

1. Refresh Element to get the latest data from element.
2.

Analyze to check if there is any entitled patch available to apply. In the example

below, the patch is available for Communication manager but is now
downloaded. The update status would be in Update Required state.

Home [ Services / Solution Deployment Manager / Upgrade Management

Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

Help ?

\Pre-upgrade&\ctmms | \Upgradeictmms \
4ltems & Show Alllv] Filter: Enable
Last |Pre-upgrade
Release | Update | Last N
[ Name Parent Type Sub-Type IP Address Status | Status | Action Action | Check {
Status | Status
Session Branch Session
[ Bsm 97 148.147.078.64 Lol Manager 148.147.178.97 @ WA Analyze @) i
Avaya Aura(R) - -
[ M5 ﬁ;;”am:r”‘“tm” Communication  148.147.162.65 (%) ® Ay
o Manager
Avaya Aura(R)
[ cv_so 148.147.176.64 ﬁ;;”am:r”‘“tm” Communication  148.147.173.30 (@) fnalyze @ A
o Manager
[[]  utility_server_148.147.178.185 148.147.178.64  Utility Server 148.147.178.185 @ @ Analyze @ ﬁ
4| m | b
Select : All, None

Figure 67: Patching from Upgrade Management Page

3. Download or Sync the entitled patch for Communication Manager.

4.

If there is a custom patch which needs to be applied. Upload the custom patch

using Sync settings. In this example the custom patch will be applied on Utility
Services. Analyze Communication Manager and Utility Services element. The

Update Status will change to Ready For Update.

Upgrade Management

Enable Auto Refresh(10 sec) |

Show Selected Elements
\Pre—upgrada Actions ~ \ \Upgrade Actions ~ \
4items & Show All[+| Filter: Enable
Last | Pre-upgrade Entitled
Release | Update | Last
[ | Name Parent Type Sub-Type 1P Address eease | Update | Last | ion | Check Current Version | Upgrade
Status | Status | Action A
Status | Status Version
Session Branch Session
[ Bssms7 Len1T86s Lo ot 148.147.17857 @ NA  Analvze @ A, 7.0.0.0.700007  7.0.0.0.70(
. Avaya Aura(R) ) )
E cM.65 ﬁ:nmar;::‘m'“" Communication  148.147.162.65  (7) ® A RO16x.03.0.124.0
Manager
. Avaya Aura(R)
CM_80 148.147.178.64 ﬁ:ﬂma';;:”“"”" Communication  148.147.178.80 (9 0} Anahze @ A, RO17%.00.0.441.0  N/A
Manager
utility_server_148.147.178.185  148.147.178.64  Utility Server 148.147.178.085 @ S| Al @ & 7.0.0.00.11 7.0.000.1
«f 1, ] 3
Select : All, None

Figure 68: Update Status after Download and Analyze operation
For custom patch, the Entitled Update Version is not applicable (N/A) but Update
Status is still Ready For Update. SDM looks for entitled software in version xml
files, if no patches are available in version xml SDM looks for uploaded custom

patches and mark element as Ready For Update.

Upgrade Management

Enable Auto Refresh(10 sec) |

Show Selected Elements

\ Pre-upgrade Actions = | \ Upgrade Actions =

41tems 2 Show/|All[+]

Filter: Enable
Last | Pre-upgrade Entitled
Rel Update | Last Entitled Updaty
Parent Type Sub-Type IP Address sf S LS as_ Action | Check Current Version |Upgrade "I.E [l Location
atus |Status | Action h Version
Status | Status Version
Session Branch Session
wel7a7sss Manager 148.147.17897 @ NA  Analyze @ Ay 7.0.0.0.700007  7.0.0.0.700007 N/A Pune
. Avaya Aura(R) - .
5“”"”“”'““" Communication ~ 148.147.162.65  (7) @ & RO16x.03.0.124.0
anager
Manager
Avaya Aura(R)
148.147.178.64 ﬁ:ﬂ’”a’g;:'““" Communication  148.147.176.80 @ n mnalyze @ Ay RO17x.00.0.441.0  N/A 00.0.441.0-22438 | Pune
Manager
IS 148.147.178.64  Utilty Server 148.147.178.185 ) i fnalyze @ 7.0.0.0.0.11 7000011 | WA Pune
4 [

[

] v

Select : All, None

Figure 69: Entitled versions updated after Analyze
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Run the pre-upgrade check, click Pre-upgrade Actions >Pre-upgrade Check. Fill

in the details and Schedule the pre-upgrade check to run immediately or later.

= Target Host: The target host is the ESXi server or AVP host on which VM is

deployed. For patching the drop-down will only contain one host. Refer to

Appendix E for details on how to add host from VM Management.

Data Store: Data Store is the storage location where the VM will be created.

It is populated after you select Target Host.

= Upgrade Source: The upgrade source is the software library where the patch
has been uploaded using Download option or Sync option. The drop-down
will have local library and all remote library configured.

= Upgrade/Update To: Select from the patch files which are downloaded in the
software library. The drop-down is populated after you select Upgrade
Source. For patching, only the downloaded patches for that element will be
listed.

=  Flexi Footprint: For patching, the flexi footprint is not required and can be
blank.

Home / Services / Solution Deployment Manager / Upgrade Management.

Help 2
Pre-upgrade Configuration

© note: while updating an element, one need to add or manage associated Host from Solution Deployment Manager --> VM Management to get it's parent in Parent Name Column and in the Target
Host drop-down.

2Items & Show Al [v]

Element Name Parent Name | IP Address Current Version | Target Host Data Store

Upgrade Source Upgrade/Update To Flex
cM_80 148.147.178.64  148.147.178.80  RO17x.00.0441.0 [148.147.178.64[v] [datastorel (23)[«] [SMGR_DEFAULT LOCAL[«] | [00.0.441.0-22¢38tar [+] | [ [+
Utility_server_148.147.178.185 148.147.178.64 148.147.178.185  7.0.0.0.0.11 148.147.178.64 [v] | datastore1 (23) SMGR_DEFAULT_LOCAL[+] | |util_patch_test.zip [+] [+
‘ i

Job Schedule

@ Run Immediately

Schedule Job:
(0 Schedule later

Date: | August 21 |[2015 |EH
Time: |18 28 |:|17 24Hr

Time Zone: | (+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

Figure 70: Pre-upgrade check configuration for patching

Once the pre-upgrade check is complete, the pre-upgrade check status will be
green and Upgrade/Update link will be enabled in Upgrade Actions.

Home / Services / Solution Deployment Manager / Upgrade Management (4]
Help 7
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
Pre-upgrade Actions ~ Uparade Actions >
[ Uparade/Update
4Items & Show Alllv| | Installed Patches Filter: Enable
Last |Pre-upgrade Entitle
[ | Name Type Sub-Type 1P Address Release | Update| | action |Action | Check Current Version | Upgrai
Status | Status
Status | Status Versio
Session Branch Session P
[ Bsms7? elararess PO Manager 148.147.17897 @ NA  Analyze ® & 7000700007 7.0.0.
ion  Avaya Aura(R)
F  cM_65 ﬁ;"mam::m“”" Communication ~ 148.147.162.65 (7 @ A, RO16x.03.0.124.0
a Manager
Avaya Aura(R) .
CM_80 148.147.178.64  COMMUNGatiOn oo nication 146.147.178.80 @) N Preupgrade | @) @ RO17x.00.0.441.0 N/A
Manager Check
Manager
utility_server_148.147.178.. .147.178. ity Server .147.178. [ et e ® 0 | 7.0.0.00.
til 148.147.176.185  148.147.178.64  Utility S 148.147.178.185 0 ;’;E;‘E'm 7.0.0.0.0.11 7.0.0.(
« [ (3
Select : All, None

Figure 71: Pre-upgrade check updated status

55



7. Click on Upgrade/Update option from Upgrade Actions. The page will be
redirected to configuration page.

Home / Services / Solution Deployment Manager / Upgrade Management [+]

Help 2

Upgrade Configuration

21tems 2 Show All[~]

e Configuration
Element Name Parent Name Type IP Address Release Version Pre-upgrade (Edit | o 3

Chec
CM_80 148.147.178.64 Communication Manager 148.147.178.80 R017x.00.0.441.0 6
utility_server_148.147.178.185 148.147.178.64 Utility Server 148.147.178.185 7.0.0.0.0.11 0

Figure 72: Patch configuration page for patching
8. Click on Edit button for each element to provide update configuration.

= QOperation: The operation will be Update.

= Upgrade Source: The upgrade source is the software library.

= Select Patch: The table will be populated with all the patches downloaded for
that element under Update Configuration Details. Select one of the patches
to apply that patch.

=  Auto Commit: Before applying the patch SDM takes snapshot of the VM for
some patches. If the patch fails the snapshot is reverted to previous state. If
the auto commit checkbox is checked the snapshot is deleted once the patch
is successful. If the checkbox is left unchecked, the patch can be committed
later from Installed Patches under Upgrade Actions. By default the patch will
be auto committed in 24 hours.

= End User License Agreement: Accept the EULA to Save the configuration.

Click on Save to save the configuration.

Communication Manager Configuration:

Home / Services / Solution Deployment Manager / Upgrade Management
Edit Upgrade Configuration x Hep 2
Upgrade Config ) A
STS;’Z‘jf"gﬁﬁgizi”jms Update Configuration Details | End User License Agreement
General Configuration Details +
21tems & Show/all| System  CM_80
Element Name 1P Address |146.147.176.80 le|Eaie | Sonfiguration
* Operation | Update[+] SR
cv_go * Upgrade Source | SMGR_DEFAULT_LOCAL [+] @
utlty_server_143.147.173 Update Configuration Details + @

Auto Commit L
Select patch(es) for update
Name Location Type Version |
©  00.0.441.0-224384ar  /swlibrary/swLib/local/CMO00000619  Avaya Aura(R) Communication Manager VE  00.0.441,0-22438
Select : None

End User License Agreement =

Important-Read Carefully: B

AVAYA GLOBAL SOFTWARE LICENSE TERMS REVISED: March 2015

THIS END USER LICENSE AGREEMENT ("SOFTWARE LICENSE TERMS') GOVERNS THE USE OF PROPRIETARY m

SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED THROUGH AVAYA. READ THESE 52

SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR ENTIRETY, BEFORE INSTALLING, DOWNLOADING OR

- 1 Agree to the above end user license agreement. 2
m '

«

Cancel Save

Figure 73: Example of Communication Manager patch configuration
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Utility Services Configuration:

Home / Services / Solution Deployment Manager / Upgrade Management

‘ N " Help ?
Edit Upgrade Configuration x
Upgrade Config

General Configuration Details | Update Configuration Details | End User License Agreement |
Expand All | Collapse All

General Configuration Details «

21tems . Show

System  utility_server_148.147.178.185

1P Address  148.147.178.185 o —
Element Name | Edit 2
* Operation Status
* [SMGR_DEFAULT_LOCAL
e Upgrade Source  |SMGR_DEFAULT_LOCAL [+
utility_server_148.147.,17: Update Configuration Details «

Auto Commit o

Select pateh(es) for updats

I

Name Location Type |v=rsmn ‘ Restart Required?

util_patch_test.zip  /swlibrary/swLib/local/Fu_US1440161832700 Custom Patch
Select : None

false

End User License Agreement »
Important-Read Carefully:

@
AVAYA GLOBAL SOFTWARE LICENSE TERMS REVISED: March 2015
THIS END USER LICENSE AGREEMENT ("SOFTWARE LICENSE TERMS") GOVERNS THE USE OF PROPRIETARY
SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED THROUGH AVAYA. READ THESE
SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR ENTIRETY, BEFORE INSTALLING, DOWNLOADING OR

*
1 Agree to the above end user license agreement.

Cancel Save

Figure 74: Example of Utility Services patch configuration

9. The configuration status will be green for the elements. Click on Upgrade and
Schedule to schedule it immediately or later.

Home / Services / Solution Deployment Manager / Upgrade Management

Help 7

Upgrade Configuration

2Items & Show
Lol Configuration
Element Name Parent Name Type 1P Address Release Version Pre-upgrade | Edit e
Status
Check
cM_80 148.147.178.64 Communication Manager  148.147.178.80 RO17x.00.0.441.0 ®
Utility_server_148.147.178.185 148.147.178.64 Utility Server 148.147.178.185 7.0.0.0.0.11 ®

Figure 75: Patch configuration completed

10. Schedule of the job will redirect the page to Upgrade Management page where
the status of the elements can be monitored.

Home / Services [ Solution Deployment Manager / Upgrade Management
Help 7
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
‘Pre-uugrade;mons ‘ ‘ngrade.‘ac’tmns
41tems @& Show/|All[+] Filter: Enable
Last |Pre-upgrade Entitled
Rell Update | Last
[ | Name Parent Type Sub-Type 1P Address Sense docate Last Action | Check Current Version |Upgrade
Status | Status | Action ;
Status | Status Version
Session Branch Session
[ Bsm_o7 1es1aTTRE T Manager 148.147.178.97 @ NA  Analyze @ A 7.0.0.0.700007  7.0.0.0.70
Avaya Aura(R) N R .
[ cM_65 ﬁ“mm“”‘cat'n” Communication  148.147.162.65  (7) @ Ay RO16x.03.0.124.0
anager
Manager
Avaya Aura(R)
CM_80 148.147.178.64 ﬁ:ﬂma'g;:‘catm Communication  146.147.178.80 @ b Upgrade £ | @ RO17x.00.0.441.0  N/A
Manager
utility_server_148.147.178.185  143.147.178.64  Utllity Server 148.147.178.185 ) Upgrade &% 7.0.0.0.0.11 7.0.0.0.0.]
s A
< I | r
Select : All, None

Figure 76: Patch scheduled
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11. Click on Last Action Status for each element to check the status of the update.
Communication Manager Status:

Home / Services / Solution Deployment Manager / Upgrade Management

Done

[+]
?
| Elemant Check Status % =P
Upgrade Man -
Upgrade Job Details @ passed @ railed &b successful With Recommended Failure (2ot Started | W Selected Elements
| Pre-upgrade Action Element Status Detail Steps and Status
1ltem & gltems
41tems & Show Filter: Enable
Element Name | IP Address ‘ Status Step Name: |Step Status Error Description —
ntitle
] [name cM_30 148.147.178.30 & Queved in scheduler @ Version |Upgrade
patch-Install @ Version
O Bswmo7 PreUpdateCheck @ 700007 7.0.0.0.70
CM-Requires files download &
O cMm_65 3.0.124.0
CM-Disk Space Check @
CM-Host Ve Check
0 cM.s0 ersien Chee @ 0.0.441.0  N/A
CM-Is System Reachable @
[ utility_server_1 CM-Is Trust Established @ 0.11 7.0.0.0.0.]
Pl P— betwsen SMGR and VM
Select : All, None
Done
Figure 77: Communication Manager patch job details
Home / Services / Solution Deployment Manager / Upgrade Management
2
| Element Check Status * FEDE
Upgrade Man -
Pre-upgrade Check Job Details @ passed @ Failed &b successtul With Recommended Failure Pt Started | bw Selected Elements
\ Pre-upgrade Action| Element Status Detail Steps and Status
1ltem & 6 Items
dltems & Show Filter: Enable
Element Name ‘lPAddress ‘ Status Step Name: ‘Categnry |5lep Status |Errnr Description ——
ntitles
[ | Name utility_server_148.147.178.185 148.147.178.185 @ Q“:“;dl n @ Version |Upgrade
Schecue Version
US-Requires
O BsM_97 files MANDATORY o] 700007 7.0.0.0.70
download
US-Disk
B cM_65 Space Check ~ MANDATORY @ 3.0.124.0
US-Host
Version RECOMMENDED &)
O oM_80 Check 0.0.441.0  N/A
US-Is System
MANDATORY
[ utiity_server_1 Reachable @ 0.11 7.0.0.0.0.1
r—— US-Is Trust o
— Established
MANDATORY ]
Select : All, None between
== T SMGR and VM

12. Communication Manager and Utility Services patches have been successfully

Figure 78: Utility Services patch job details

installed on respective elements.

Home / Services / Solution Deployment Manager / Upgrade Management

Upgrade Management

Help ?

Enable Auto Refresh(10 sec) | Show Selected Elements

| Pre-upgrade Actions

| \Upgrade;‘;mons Download
altems Shnw Filter: Enable
Last |Pre-upgrade
] |name Parent Type Sub-Type IP Address :fa':::e gt":tzt: ::itnn Action | Check
Status | Status
Session Branch Session P
] BsM 37 148.147.178.64 SRR Manager 148.147.178.97 @ WA Analyze @ Ay
P Avaya Aura(R) _ N
[ cM_85 g:;”a’":r”'““”” Communication  148.147.162.65 () @ Ay
9 Manager
P Avaya Aura(R)
[ cM_so 148.147.178.64 ﬁ:;”a’":r”'““”” Communication  148.147.178.80 & @ Upgrade @ @
9 Manager
[[]  utility_server_148.147.176.185 148.147.178.64  Utility Server 148.147.178.185 @ @ Upgrade @ @
Ll

(T

Select : All, None

Figure 79: Upgrade Management updated status after patching
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4.4 Duplex Migration
There is a process to migrate CM Duplex as it involves migrating two CMs. It is required as one
of the CM must always be available to serve the endpoints and there is no down time for calls.

4.4.1 Preparing duplex Communication Manager for migration
The CM duplex system contains two CMs which are linked together. Here are steps to
migrate the CM Duplex systems:
1. Add both CM systems in Home/Services/Inventory/Manage Elements. Refer to
section Things to know for configuring your elements in System Manager Manage
Elements.

2. Ifitis System Platform based add System Platform associated with CMs Manage
Elements. Refer to section Things to know for configuring your elements in System
Manager Manage Elements.

3. Adding System Platform will trigger second level discovery which will bring Template
in the system and the parent association will be created with SP and CM. Below is an
example of two CMs added along with SP.

Upgrade Management

Enable Auto Refresh(10 sec) | Show All Elements

Pre-upgrade Actions ~ Upgrade Actions ~

-

6Items & Show ! All[v]

Y| | Name

v cm03-emat1-sp
v cm03-emat2-sp

vl CMO3-ES-EMAT
v/ CMO3-ES-EMAT1

vl CM_Duplex
v CM_Duplex

<

Select : All, None

Parent Type
System
Platform
System
Platform
CM_Duplex Sommumcahon
lanager
CM_Duplex Communication

Manager
cm03-emat2-sp Templates

cm03-ematl-sp Templates

Sub-Type

System
Platform
System
Platform

Avaya Aura(R)
Communication
Manager

1

IP Address

135.64.105.173

135.64.105.175

135.64.105.181

135.64.105.180

135.64.105.175
135.64.105.173

Release Update | Last

Status

Filter: Enable

Last Pre-upgrade
Action | Check
Status | Status

Refresh
Element @ WA

Status | Action

N/A

N/A Analyze & 0

Current Versi

6.3.0.0.1105
6.3.0.0.1105

R016x.03.0.1}

R016x.03.0.1.

6.3.0.0.1105

6.3.0.0.1105
»

a.

Figure 80: Upgrade Management - Communication Manager Duplex systems upgrade

4. Login to Activated CM and run following commands on SAT terminal:

save translation

5. From Activated CM and run following command from CLI

b.

server —u (This will lock the translation to be sent to Standby server).
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4.4.2 Duplex Same Box Migration

1.

7.
8.
9.

Perform steps Refresh, Analyze, Download and Pre-upgrade check for Standby CM
only to bring it to “Ready For Upgrade” state.
Start upgrade of first CM which is in Standby state.

a. Select CM or SP of the standby CM and click on Upgrade.

b. Fill upgrade configuration of CM by click on Edit button.

c. Schedule the upgrade of Standby CM.

a. Ensure that you install the Appliance Virtualization Platform host, and add

the Appliance Virtualization Platform host from VM Management.

b. Resume the configuration once the upgrade is in Paused State.

c. Check the job status for upgrade job which will take some time to complete
Standby CM will be upgraded after last step.
Duplication Parameter on Standby system needs to be configured again.
This can be done from CM Ul click Administration = Server (Maintenance) = Server
Configuration and configure following parameters

a. Network Configuration.

b. Duplication Parameters.

c. ServerRole
From the command line interface of the standby Communication Manager, perform
the following:

a. To release the server from the busy out state, type server —r

b. Type server, and ensure that the duplication link is active and the standby

server refreshes.

Interchange the upgraded standby CM and the activated CM using following CLI
command on Activated CM.

a. server -if
Repeat the step#1 and #2 for the other CM.
Both the CMs will now be upgraded.
Repeat Step#4 and #5 after the second CM Upgrade/Migrate.

10. Make final interchange on activated CM using following CLI command

a. server -if
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4.4.3

3.
4.

Duplex Different Box Migration
Perform steps Refresh, Analyze, Download and Pre-upgrade check for now Standby

only CM to bring it to “Ready For Upgrade” state.
Start upgrade of the CM which is in Standby state.

a. Select CM or SP of the standby CM and click on Upgrade.

b. Fill upgrade configuration of CM by click on Edit button.

c. Schedule the upgrade of Standby CM.

d. Check the job status for upgrade job which will take some time to complete.
The Standby CM will be upgraded wherein data is also restored back in 7.0 CM.
Configure Duplication Parameter on Standby system.

This can be done from CM Ul:

10.
11.

12.

13.

a. From Administration >Server (Maintenance) = Server Configuration -
Network Configuration.
b. From Administration - Server (Maintenance) = Server Configuration >
Duplication Parameters.
From Standby CM CLI run following command below to release the BUSY OUT state.
a. server-r
From Active CM CLI run following command below to busy-out the server. This will
bring Active Server in BUSY OUT.
a. server —if
This will bring Standby Server in Active Mode since there is no duplication link
between Active CM and the new Standby CM.

Verify that all the CM elements (like TN Boards, MG, MM, IPSI, etc.) got registered
with new Active server and the calls are getting processed with new Active Server.
Follow steps Refresh, Analyze and Pre-upgrade check for other CM now to bring it to
“Ready For Upgrade” state.
Start upgrade of the CM which was in Active state.

a. Select CM or SP of the standby CM and click on Upgrade.

b. Fill upgrade configuration of CM by click on Edit button.

c. Schedule the upgrade of Standby CM.

d. Check the job status for upgrade job which will take some time to complete.
The CM will be upgraded wherein data is restored back in 7.0 CM.
Configure Duplication Parameter on the upgraded system.
This can be done from CM Ul click Administration = Server (Maintenance) = Server
Configuration and configure following parameters

a. Network Configuration.

b. Duplication Parameters.

c. ServerRole
From Upgraded CM CLI run following command below to release the busied-out
state.

a. server-r
Make final interchange on activated CM using following CLI command

a. server -i
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4.5 Upgrade Job Status

All the upgrade actions which are performed can be monitored using Upgrade Job Status.
There are two ways the status can be checked.

=  Per Element Basis
Any job executed for any element can be monitored from Upgrade Management Page
under Last Action and Last Action Status. The two columns show what last operation
was executed on that particular element and the status of it. If admin clicks on Last
Action Status value, a pop-up will show the details of the action.

Home / Services / Solution Deployment Manager / Upgrade Management
Element Check Status x |Hele?
Upgi -
Pre-upgrade Check Job Details @ passed @ Failec b successiul With Recommended Failure (ot Started | pments
‘. Pre-| Element Status Detail Steps and Status

1ltem & 6 Iltems

nable

Element Name| 1P Address ‘ Status Step Name ‘ Category | Step Status Error Description 7
grade
] cM_go 148.147.178.80 @ Queued in
scheduler

CM-Requires files

download MANDATORY

gmég(sk Space MANDATORY
CM-Host Version
Check

CM-Is System

4]

4]

- Reachable MANDATORY
]

—

RECOMMENDED

CM-Is Trust

Established

between SMGR and MANDATORY »
e VM

D@ B

Done

Figure 81: Per-element job details
= Per Job Basis
Admin can monitor the upgrade jobs from Upgrade Job Status under Solution

Deployment Manager. To monitor the upgrade jobs, admin needs to select which type
of job he/she would like to monitor.

Home Solution Deployment Manager ®| Solution Deployment Manager &

~ Solution Deployment « Home [ Services [ Solution Deployment Manager / Upgrade Jobs Status
Manager
Upgrade Release Upgrade Jobs Status
. * Job Type: | Select Job Type [=]
Selection b

» Manage Software Esgﬁiz Element(s)
Pre-Upgrade Check
Upgrade vy
Management Commit
Rollback
Upgrade Jobs Status Uninstall
VM Management

Download
Management
Softwa brary
Management

Figure 82: Upgrade Job Status Page
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Once the job type is selected, the table with all the jobs will be shown:

Home [ Services / Solution Deployment Manager [/ Upgrade Jobs Status

[+]
Help ?
Upgrade Jobs Status
* Job Type: |Upgrade I~
3Items 2 Show All[+]
. . Element | Succ
[F] |10b Name Start Time End Time Status ‘ % Complete et e
[[]  Upgrade_lobGroup_56e06eeb-6b8e-4ac2-9ebd-6a956965a74b  Aug 21, 2015 7:37 PM Aug 21, 2015 7:51 PM SUCCESSFUL 100 2 2
[[]  Upgrade_lobGroup_0b01a32c-f2af-4eba-aaas-4c6d3937f494 Aug 20, 2015 7:48 PM  Aug 20, 2015 10:04 PM  SUCCESSFUL 100 3 3
[7]  Upgrade_JobGroup_b41e40e4-874b-4335-3892-085e5d4bcd67  Jun 11, 2015 9:56 PM PAUSED 0 2 0
4 T ] 3
Select : All, None
Figure 83: Job List for selected Upgrade Job Type
Click on the job name to see the status of the job
Home / Services [ ploy ger / Upgrade Jobs Status [+]
Element Job Status Details | P -
Upgr; -
Upgrade Job Details @ paszed @ Failed &b Successful With Recommended Failure (Nt Started
Del Element Status Detail Steps and Status
2 Items o g Items o
3 Items
Element Name |IP Address ‘ Status Step Name |Step Status Error Description 7=
rmen |
0 | utility_server_148.147.178.185 148.147.178.185 & Queued in scheduler =] cords | R
S cM_80 148.147.178.80 & Patch-Install @ d |=
B U PrelpdateCheck @ g
US-Requires files
B |y download @ c
pj US-Disk Space Check @) ¢
Select : US-Host Version Check (@)
US-Is System
Reachable @
US-Is Trust Established o)

between SMGR. and VM

Figure 84: Upgrade Job Details of an upgrade job

Click on each element from Element Status table to see its status on Details Steps and

Status table. By default the first element is selected.
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4.6 Installed Patches

SDM provided a view to the installed patches for the elements. There are various operations
that can be performed on the installed patches depending on the patches support.
The patches operations are only for elements on Release 7.0.

Navigate to Home/Services/Solution Deployment Manager/Upgrade Management.

Home [ Services / Solution Deployment M / Upgrade Manag t (+]
Help ?
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
| Pre-upgrade Actions | ‘ Upgrade Actions Download
4ltems & Show/All[+] Filter: Enable
Last |Pre-upgrade
Release | Update | Last -
[ [Name Parent Type Sub-Type IP Address Status | Status | Action Action | Check
Status | Status
Session Branch Session y
BSM_97 148.147.178.64  GoSS0 Manaats 148.147.178.97 & N/A Analyze @) a
: Avaya Aura(R) N N
[ cM_65 ;Dmm””‘cam” Communication  148.147.162.65 (%) @ A
anager
Manager
. Avaya Aura(R)
E  cM_so 148.147.178.64 g:nmam:p‘“tm” Communication  148.147.178.80 @ @ Upgrade @ @
g Manager
[[]  utility_server_148,147.178.185  148,147.178.64  Utility Server 148.147.178.185 @ @ Upgrade & @
4 Il | 3
Select : All, None

1.
Installed patches.

Figure 85: Upgrade Management Page

Select the element(s) on the Upgrade Management page, from Upgrade Actions go to

Home / Services / Solution Deploy / Upgrade [+]
Help ?
Upgrade Management
Enable Auto Refresh(10 sec) | Show Selected Elements
| Pre-upgrade Actions ~ ‘ Upgrade Actions = Do a
41Items & Show Filter: Enable
Last Pre-upgrade
[ [name Type Sub-Type IP Address :falf::e :;dtzt: ;ac:itun lsl:::at:lrsl (5::‘;::;
Sessi Branch Sessi i
] BSM_97 148.147.178.54 Mﬁ;;r M’:n";gar esslon  y4g147.178.97 @ N/A Analyze &) Ay
A Aura(R) _ -
] cM_65 ﬁ;’:‘”ﬁm;:"“t'”" Communication  148.147.162.65 @ @ Ay
I a Manager
Communication el Al
CM_80 148.147.178.64 TR Communication  148.147.178.80 ] Upgrade & ]
Manager
utility_server_148.147.178.185 148.147.178.64  Utility Server 148.147.178.185 & [ Upgrade & [
4| i | 3
Select : All, None
Figure 86: Upgrade Management Page Upgrade Actions — Installed Patches
2. The page will be redirected to Installed Patches Page. The table will show all the
patches installed on the selected element(s).
Home / Services / Solution Deployment Manager / Upgrade Management [+]

Installed Patches

Help 7

Patch Operation

Commit: Rollback:
Uninstall: Show All:
2Items & Show|All[~]
[ | Name |Element Name Patch Version Patch Type Patch State
[[1  util_patch_test.zip utility_server_148.147.178.185 Custom Patch active
[  00.0.441.0-22438.tar CM_80 00.0.441.0-22438 Avaya Aura(R) Communication Manager VE active
Select : All, None
Job Schedule
@ Run Immediately
Schedule Job:

Date: [August  [-] 24 |[2015 |[IE
Time: [15 |:/57 |: 30

© schedule later

Time Zone: |(+5.30)Chenna\, Kolkata, Mumbai, Mew Delhi, Sri Jayawardenepura |

Schedule

Figure 87: Installed Patches page
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3. The operations provided for patches are available in Patch Operations. The default is
Show All option which shows all the patches.

4. To perform any operation on patches click on any of the Patch Operation. There are
different operations which are supported by different patches provided by elements.
Commit: SDM takes a VM snapshot of the element before applying some patches. The
patch table will only show patches that can be committed. If the patch is committed

the snapshot will be removed and element will contain the patch.
Installed Patches

Patch Operation

Commit: @ Rollback:
Uninstall: (@] Show All:
0ltems & Show All[~]
Name ‘ Element Name ‘ Patch Version | Patch Type Patch State
Mo Patches

Figure 88: Patch list based on selected patch operations - Commit

Rollback: SDM takes a VM snapshot of the element before applying some patches.
The patch table will only show patches that can be rolled back and has not been
committed yet. If the patch is rolled back then the snapshot is reverted to the

previous state.
Installed Patches

Patch Operation

Commit: ® Rollback: @
Uninstall:  © Show All:
0Items & Show | All[~]
Name | Element Name Patch Version ‘ Patch Type Patch State
No Patches

Figure 89: Patch list based on selected patch operations - Rollback
Uninstall: The patches which support uninstallation will only be listed in the patch
table.
Installed Patches

Patch Operation
Commit: @ Rollback:

Uninstall: @ Show All:

21tems & Show | all[+]

Name |Elemer|t Name Patch Version Patch Type Patch State
util_patch_test.zip utility_server_148.147.178.185 Custom Patch active
00.0.441.0-22438.tar CM_80 00.0.441.0-22438 Avaya Aura(R) Communication Manager VE active

Select : All, None

Job Schedule

© Run Immediately

Schedule Job: -
0 schedule later

Date: |August 24 |[z015 |EH
Time: 15 |:57 |: 30 24Hr

Time Zone: | (+5.30)Chennai, Kolkata, Mumbai, New Delhi, Sri Jayawardenepura

Figure 90: Patch list based on selected patch operations - Uninstall
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7.

5. Select the patches from the tables to uninstall. Click on Schedule to run immediately

or scheduler later. The page will be redirected to Upgrade Management Page where
the progress of the patch can be monitored.

Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

|Pre-upgrade Actions ~ | \UpgradeAct\cns =]

41tems & Show | All[~]

Filter: Enable

B |n Parent T Sub-T IP Add e Ea=te .L:c:t E:ne’ipgrade
ame aren ype Ul ype ress Status Status | Action 1on ecl
Status | Status
Session Branch Session
[ Bsm_g7 148.147.178.64 Manager Manager 148.147.178.97 ] NA Analyze ) y
P Avaya Aura(R) N N )
] CM_&5 ﬁg;”am:r”'““”” Communication  148.147.162.65  (7) (2] A
g Manager
FE— Avaya Aura(R)
CM_80 148.147.178.64 ﬁ:nmam::'catm” Communication  148.147.178.80 @ B Uninstall 5% @
5 Manager
utility_server_148.147.178. .147.178. ility Server .147.178. o ninstall %%
il 148.147.178.185 148.147.178.64  Utility S 148.147.178.185 E Uninstall 5%
4 [

| b

Select : All, None

Figure 91: Uninstallation of patches scheduled
6. Click on Last Action Status of each element to check the status of Uninstallation of the

patch.

Home / Services / Deployment ger [ Upgrade (+]
?
Element Check Status x FEEE
Upg! -
Uninstall Job Details D passed @ railed &b successful With Recommended Failure “tot Started | Ements
| Pre-| Element Status Detail Steps and Status
1ltem & 2 Items i
4 Ttem nable
Element Name ‘ IP Address ‘ Status Step Name | Step Status | Error Description d
grade
CM_80 148.147.178.80 & Queued in scheduler (&)
Patch-Uninstall (] |

Dane

Figure 92: Uninstallation Job details

Patch uninstallation is complete and both the elements patch have been uninstalled,
the update status has changed to Ready For Update.

Home [ Services / Solution Deploy

Upgrade Management

ger / Upgrade

Help 7

Enable Auto Refresh(10 sec) | Show Selected Elements

‘ Pre-upgrade Actions ‘ ‘ Upgrade Actions

41tems & Show|All[+]

Filter: Enable
Last Pre-upgrade
Release | Update | Last y
[ | name Parent Type Sub-Type IP Address Status | Status | Action Action | Check
Status | Status
Session Branch Session 3
[l Bsm_97 148.147.178.64 Mansger Mansger 148.147.178.97 & N/A Analyze @ a4
Avaya Aura(R) _ _
] cM_65 ﬁ:nmam::“cam” Communication  148.147.162.65 () ® Ay
g Manager
. Avaya Aura(R)
O cM_8s0 148.147.178.64 ﬁgnmam::”““”” Communication  148,147.178.80 & ) Uninstall 6 ()
g Manager
[ utility_server_148.147.178.185 148.147.178.64  Utility Server 148.147.178.185 @ 0) Uninstall &) @
< m

| v

Select : All, None

Figure 93: Updated status on Upgrade Management page
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Appendix A

Setting up Alternate Source and Software Library

For SDM fresh deployment/upgrade/migration software library with following protocols are supported

1. FTP

2. SFTP

3. SCP
Also, if multiple protocols are used then make sure you have same user home/landing folder configured
for all the protocols.
To set the Software Library you need to enable FTP and SCP/SFTP services. For this purpose we suggest to
use:

» Apache HTTP server (httpd-2.0.64-win32-x86-openssl-0.9.80.msi);

» Filezilla FTP server (FileZilla_Server-0_9_43.exe);

Installing a HTTP server on Windows Environment:

Run the httpd-2.0.64-win32-x86-openssl-0.9.80.msi installer as administrator, provide domain name,
server name and email id. Complete the installation. Start the Apache server.

Create a folder name downloads at location C:\Program Files (x86)\Apache Group\Apache2\htdocs\ and
provide all the privileges to it. E.g. C:\Program Files (x86)\Apache Group\Apache2\htdocs\downloads\
Test by creating a file under this folder and access it from browser.

Installing a FTP server Windows Environment:
Install FileZilla_Server-0_9_43.exeas administrator, and after complete installation open the filezilla server
interface.

[ Fitezims Seever (127.0.0.1) =88]
File = Sapeer Edit 7

Fld L8 [Fam-
FileZila Server werson 0.9.43 bela
Capsnght 2001-2014 by Ten Kot [ kod bl anls bt oig]
itps sl prcect oot
Conneching o perver
(Connacted, wating I authenticalion
Loxpgesd cr

I:D ‘ Account P Transfes Progress Speed

Click on Edit Menu = Users.
Under General Page, click Add under Users.


http://148.147.216.220/1234/FTP_Htttp_Server_settings/httpd-2.0.64-win32-x86-openssl-0.9.8o.msi
http://148.147.216.220/1234/FTP_Htttp_Server_settings/httpd-2.0.64-win32-x86-openssl-0.9.8o.msi

[ Fiezits Sever 27.00.0)
File Server Edit ?‘___ -
B %08 %P [KNo (@~
FieZlla Server verson 0.9.43 beta
Copynght 2001-2014 by Ten Kosta (ten kosse@hlesda-propct ocg)
b/ aakspiiect g/
Connecting to server
Comaded.w&nluwrlhm
Reﬁev'r?;mnmd
Done etmaving sccount Shared folders
Speed Limkts
P Flter
Byps| Please enter the name of the uses account that should
be added
M|
Connect]
| Usen shoukd be messber o the lokon rou -f Recove
= [m :'I [ rensme [ copy
vkl Lok ] [ Conce ]
Yous can enter some conmments about the user
0 2 Account
Provide a user name.
Then click Ok.
Check checkbox Password.
Enter the password
Click Ok.
B Fiezis Server (27000 T=reErs]
File:  Server  Edit 7
B L8 ? Mo
FlaZinSmWnS 3 beta
Copynght 2001-2014 by Tien Kosts [ten koste@ieslia-propct oog)
WIMWW
c«mu‘ waling o
Ret'ev'r:accmmwd
Retieving account setfings, pl Genesal /1 Enakle accourk
Done tetsevirg sccourt setting Shared folders Vi, & o
Speed Limts
P FRer Group membership: | <none> -
[ Bypass usarimt of server
Maxdmem connection count: 0
Connection kit per 19 0 :
s
Description
You can enter some comments abowt the user
0 » Account

It will now ask for a folder, so now go to Shared Folders page
Click on Add and provide the folder location till downloads.
Click ok



Provide all the privileges under files and directories section i.e. read, write, delete etc.
Click on Set as Home Directory to “C:\Program Files (x86)\Apache Group\Apache2\htdocs\downloads\”
and then ok.

E i sever@2n00y : =

File- Server Edt 7

P8 88 % [[onm-

FieZdla Server vernon 0.9.43 beta L
Copyngit 2001-2014 by Tien Kosse (ten kosse@Hienla-propet org) 1
mb u 1
Derves

Connected, waling lof M |
Logged cn
Retieving sccourt settings, pl - Page: Shared folders Users
mmm‘mﬂ [ Genecal - . ﬂ“
Done tetsmvrg sccount settng Shared folders Dischis Alowes ?JM | {
Retmving accourt seings. pl Speed Limts H C:\Program Fies [... VI Wite t
Done setneving sccount setting e [#] Dedote

[¢] Append

Directones

V| Create

V] Delete

(7Lt

| Wesaw [ ] (e ]

A drectoy shas will 8lto sppear & the specihad locabon. Akssas must contan the full local
path. Sepatate muiple abases for com deeciony with the ppe chaacter (1)

If uing alates, pleate avord cyche drectory structures. & will only coedute FTP cheris.

e ]
[ e ]

0 s Account

Also make sure Logical file name option is selected. By default this option is selected.

File Server Edm T

Fo =09 ¥ EE!‘@'
Fiezila

Server werson 0.9.43 beta
Copsaght 2001-2074 by Tam Koste [len kosseElaslla-pioct 0ig]
Fitpes S Tha il propect cog)

B o Account 1P Transfer Progress  Speed

Display logital filenarmes in the filenarne column of the ustrs it Dbytesrecened 0B/ Obytessent 0B/ S @

Test from ftp client.



Appendix B

Setting up CM and Media Gateway SNMP Access

Configuring Communication Manager for administration and SNMP access
Access CM SMI web interface (CM 5.2.1 example)

Configure prof18 suser account Configure SNMPv1 communities

iministration /

Note: Prior to making any configuration changes the Master Agent should be
put in 3 Down state. The Master Agent Status is shown below for your
convenience, Once the configuration has been completed, then the Master
Agent should be placed in an Up state. Changes to both the configuration on
the SNMP Agents and/or SNMP Traps pages should be completed before

istrator Accounts -- Change Login

Server Configur.
Display Configuration
Restore Defaults

This page allows you to edit an administrator login.

Eject CD/DVD ke Starking the Master Agent. Please use the Agent Status page to Start or Ston
Server Upgrades Change ster Agent.

Make Upg:

Boot Partition Visw G3-AVAYA-MIB Data

Manage Updates Login name reamarad Master Agent status: Up

gradmin

BIOS Upgrade
Data Backup/Restore IP Addresses for SNMP Access

gi(:un :l;' Frmanyorese ‘SHS-V Network Ti 5

ackup History ork Time Sync

Schedule Backup additional groups (profile) server ® No Access

Backup Logs prof18 Status Summary Ay 1P address

View/Restore Data =

Restore History Linux shell (/sbin/nologin Tbin/bash Following TP addresses

Format CompactFlash
Securit

Login Account P
Change Password
Login Reports
Modem

Server Access
Syslog Server
License Fi
Authentication File
Fi 1]

dministrator Accounts]
27

Tripwire Commands
Root Certificate
SSH Keys
Web Access Mask
Media Gateways
Configuration
i 1

for no shell)

Home directory
Lack this account

Date after which account is
disabled-blank to ignore
(Y¥Y¥Y-MM-DD)

Select type of
authentication

Enter password or key

Re-enter password or key

/var/home/vesmgradmin

# Password
ASG: enter key
ASG: Auto-generate key

Display Configuration
Restore Defaults
Eject CD/DVD

Server Upgrades
Make Upgrade Permanent
Boot Partition
Manage Updates
BIOS Upgrade

Data Backup/Restore
Backup Now
Backup History

Schedule Backup

Backup Logs

View/Restore Data

Restore History

Format CompactFlash
Security

Administrator Accounts

IP address1
IP address2 :
IP address3 :
IP addressd

IP address5 :
SNMP Users / Communities

¥ Enable SNMP Version 1

Community Name (read-only) ¢ [public

Community Mame (read-write) : |publicrw

Access System Manager Ul and manually add CM in the Manage Elements

Home / Services / Inventory / Manage Elements

Maagge i it

s vy

[ Ty T r— e ———

Add Communication Manager

G|

ERA S5H Fisgerprint {Alternate IP)

“ Mo S8IOOSUMFRLSE Dscription
Hastname or 1P Addrow 10.134.1.80 Altersats [P Addreas
Logis waamgessmin Erable Nabisatsons
. " Post 022
Frigmoed
" dusthestication Type
A5G Ky Lecatien
Partimnnd A b ot
Conberm Paswword
S5 Connedtion .
KR S5H Fasgerprint (Prisary [F) Misigs llemmests | Diaiavesy

Add Communication Manager

e ]

“Weribon

el [Cleag Cadcel

Hone & ¥ SV

¥ Bead Communty public

Write Commanty publicrs

* Hetries 3

" Timaost

= T P

ma) SO0R

)

Hedp T

Copmt Oy [Cancel

Commt [Ciear| [Cancel

At this step need to make sure that CM Administrator account and SNMPv1 access credentials are
identical in CM SMI and System Manager Manage Elements administration.


https://10.134.0.60/SMGR/
https://10.134.0.60/drsWeb/faces/pages/welcome.xhtml?clientTZ=-240&clientTZName=Asia/Muscat
https://10.134.0.60/rtsapp/faces/pages/welcomeToInventory.xhtml?clientTZ=-240&clientTZName=Asia/Muscat
https://10.134.0.60/SMGR/undefined

Configuring H.248 Gateway access
Using SSH access H.248 GW CLl interface

ima-003 (super)# snmp-server community read-only public read-write publicrw

Done !

Access System Manager Ul and manually add H.248 GW in the Manage Elements
Home / Services / Inventory / Manage Elements. Make sure GW root access password and SNMPv1

credentials in System Manager are identical to what is administered in GW

Access Profile «

Access Profile o
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Appendix C

Subnet Discovery Configuration

Elements can be discovered using Subnet Discovery from Home/Services/Inventory/Manage Elements -
Discovery Tab. Below is some screenshots which will help in configuring discovery for elements.

Help ?

‘ Manage Elements | Discovery |

Discovery Profile List

&) configure Subnet Configuration at Subnet Configurations , SNMP Profiles at SNMP Profiles and element type configurations at Element Type Configurations

.Discnvery Profiles

\_@ New || # Edit || @ Delete

oltems & Show al[+]

‘ Discovery Profile Subnet Profiles Access Profiles

Filter: Enable

Element Types

No Records

Discovery Job Status

0 Items
Job Name Start Time End Time

Status

No Records

Discover Now Schedule Discovery

1. Configure Subnet Configuration by clicking on the link Subnet Configurations on the Info Note on

top of the screen.

‘ Manage Elements | Discovery |

Discovery Profile List

| configure x
Help
€ configure Su
Subnet Configurations
Discovery Pro
"© New'\ 7 Edi Subnet Configurations
© New | | @ Delete
0ltems & Sh | SE Filter: Enable
1 It Show | Al Filter: Enabl
No Records [ |Name Ipadress Mask Save/Cancel
[ *162_Network #148.147.162.0 #255.255.255.0

Discovery Job

Select : All, None

0 Items

Job Name

No Records




2. Configure SNMP Profile by clicking on SNMP Profiles on the Info Note on top of the screen.

| Manage clements | iscovery |

Discovery Profile List

O | Discovery Pr

Mo Records

Discovery Job)

0 Items

Job Name

No Records

| Configure ®
@ configu=su  gNMP Access Profiles
Discovery Pro Profile List
@ New || o Edi |@ New| # Edit || @ Delete
Oltems & Shi | 4jtem & Show/[Al[z] Filter: Enable

Filter: Enable

‘ Profile Name | Type ‘ Read Community | Write Cnmmunity‘ User | Auth Type ‘ Priv Type ‘ Privileges | Timeuut| Retries| Description

SNMPProfL 1 public private 5000 3

Select : all, None

n v

3. Element Type Configuration can also be configured for a particular element type, this can be done
by clicking on Info Note on top of the screen.

| manage Elements | Discovery |

Discovery Profile List

&9 Cconfigure Su

Discovery Pro

(-

Help 7

Element Type Access Profile Management

—— - * Element Type | Communication Manager [+]
@ New || o Edi
Element Type Access Profiles .
0ltems & Shi yp Filter: Enable
| @ new || & view |l # Edit | @ Delete
-] |Dis(nverv Pr —
No Records 21tems & Show Filter: Enable
Name Protocol Login User Name System Profile
Discovery Job [ CMGeoWSURL URI true
[ cMMTEIBAPP URI true
0 Items Select : All, None
Job Name Note: View, Edit and Delete operations are not allowed for System Profile(s).
No Records
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4. Click on New Discovery Profile for configuring Discovery Profiles for discovery of elements. Select

Subnet Configuration, Element Type Access Profiles, SNMP Profile List and Commit.

Hanageo Elements Diwcovery

Create Discovery Profile

* scoweryProlile Mame: DescoveryProfial

Subnet Configurations
iftem 3 Show 4 (-]
¥ Hama
¥ Le2_Wetwork
Sadact : A1, Nones

Ebrment Type Access Profiles
8 dems o Show 13 -]
I lement Tapea
Appdaanan Eratmeant Tarawas
Avays Aural Meda Server
o Commgrecatin Mansger
Moatng Exchangs and Confarsnang 6.0
Ergegement Dwesicpmant Fatiorm
EZE Hol
IF Ot
Mg GatEmiy
Kleda Moduta
Pieddagera
Conferenong
g oot
[ |
Presence Seneose
4 Sesmes Manger
Salict ; A, Hons

Profie List
10tem 3 Shew e

¥ Prolils Name  Type Erad Coaaveanaty 'Wirte Community User

4 ShsFPmll H pablic
Seledt 1 A1, Nons

Prate

Ipadross

148. 347,182 .0

Dacovery [lemest Type ACceus Frodiles

MG WS CHMMTE BAR

Coliaboratgs Dnvercrimant TH

Heddadegierd i

WO
Sauton Manager

Auth Typs

Priv Typa Privileges

Hask

15527353550

(hotee Tlement Dyge Arreat Praliles

Chooid Dlament ASCaEl

ChSoid Dlament ASCadi

Chogrsa Elamant Access

Choota Elament dcceng
Chosa Elaiment ACC8ES

A Pags

Titwerc=t Riotrsea

Commedt | Canoel

Filtwr: Enable

v o2k H

Falti: Liidbili

Descniption

L= _m_

5. One can create multiple Discovery Profiles to start discovery. Select from the list of Discovery

Profiles and click on Discover Now. It will take some time depending on your Subnet Configuration

to discover number of elements.

Manage Elements Discovery

Discovery Profile List

€9 Configure Subnet Configuration at Subnet Configurations , SNMP Profiles at SNMP Profiles and element type configurations at Element Type Configurations

Discovery Profiles

|@ New | | # Edit || @ Delete |

iltem & Show Al[~]

Filter: Enable

‘ Discovery Profile

| Subnet Profiles

DiscoveryProfile1

Select : All, None

Discovery Job Status

Access Profiles

162_Nstwi| Discovery Status

C Discovery is Running...

of El s Di 0

0 Items

Job Name

No Records

Discover Now ] l Schedule Discovery

Element Types

Communication Manager

Status

6. After discovery element will show up in Home/Services/Inventory/Manage Elements — Manage

Elements Tab.
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Appendix D

Adding a location on VM Management

Hosts can be added from VM Management. The host can be customer VMware (ESXi) or Appliance
Virtualization Platform (AVP).

Home | Solution Deployment Manager ¥| Scheduler *
» Home / Services / Solution Deployment Manager / VM Management o
« Heb ?
VI Management Tree =
1 2 3
i Location Management Host Management VM Management
Show Al 2
Locations | Virtual Machines
Locations
O new ¢
7] Location Neme Gty Country
Unknown location host mapping
Monitor Hosts
Monitor Wi
Map vCenter
e of0 2 No data to cisplay

1. Click on New button to create a location, the page will be directed to New Location. Enter
required information and click Save.

Locations || Virtual Machines

MNew Location
“Name: Pune
Avaya Sold-To #: e
*Address: Avaya India Pvt. Ltd.

Tower-11, Cybercity,
Magarpatta City.

*City: Pune
*State/Province/Region:  Maharashtra
“Zip/Postal Code: 411013

*Country: India

I

Optional Location Information
DefaultGateway:

DNS Search List:
DHNS Serverl:
DNS Server2:

NetMask:

NtpServer:

l save | @ cancel | T

2. VM Management Tree will show the location created.



Appendix E

Adding a host on VM Management

To add a host on VM Management, it is required to create a location under which the host will be

created. If the location is already created follow the below steps, to create a location refer to Adding

location on VM Management

1. Navigate to Home/Services/Solution Deployment Manager/VM Management. Click on the
location on VM Management Tree and click on Add button to create a host.

Mome | Sclution Depleyment Hanager %| Schadular

»  Home [ Services [ Solution Deployment Hanager [ VH Hanagement L]

st Myt VM Management

Show Ak

LastActon  DetaSiore LgenseStals  Mostvesen AV

Lk scanen heat g
Harvis Hosis

Mantor e

g vCenter

Page of o = Ho data o daplay

2. Click on Add button on Hosts Tab to add a host. Fill in required information and click on Save to
save the host under the location. AVP servers and ESXi Hosts which are not managed from vCenter
can be added using this option.

Help 7
1 2 &
Location Management Host Management WM Management
Show All: v
Pune || Hosts | Virtual Machines
Create Host
New Host
“Host Name: 148.147.178.64
“Host FQDM or IP: 148.147.178.64
*Usar Hame: root
*Password: CLTTYTTT
J Save 0 Cancel

3. Click Ok on the alert shown. The host is added and the page will be directed to Location
Management. The host is added to VM Management Tree under the location.

VM Management Tree

<«

Al
22

== VM Management

Location M;

=3 Pune

23 148.147.178.64
[=] IMDEVftpscpserver
[E] ReplicaFtpServer_168.2:

24

Locations

D new .
[ | Location Name
7] Pune

1

anagement

Locations || Virtual Machines

City

2

Host Management

3
VM Management
Show Al:

Country
India

Help 2

4. If the ESXi host (non AVP Host only) is managed via vCenter, it is required to manage map vCenter

in VM Management and add host via Map vCenter Ul.
= Click on Map vCenter from VM Management Page.
= C(ClickonA

dd to map vCenter.




= Fillin vCenter IP/FQDN, User Name and Password and click on Save. Clicking on Save will
trigger discovery of all the hosts on that vCenter. The time taken for discovery will vary
based on the hosts on the vCenter.
Note: SSO User Name and Password will not work for authenticating vCenter. Create a local user
on vCenter for managing it.

« Help 2
VM Management Tree =
Map vCenter
=23 VM Management New vCenter
I Pune =

=257 148.147.178.64 vCenter IP/FQDN sMgrve.smgrdev.avaya

[=] IMDEVftpscpserver

=] ReplicaFtpServer_168.224 User Name Administrator@vsphen

Password eererece

If you do not click Commit after you move the host from Managed Hosts to Nonmanaged Hosts or from Nonmanaged Hosts to Managed Hosts,
and you refresh the table, the page displays the same host in both tables. Click Commit to get an updated list of managed and nonmanaged hosts.
While managing hosts from vCenter, select all edited hosts. By default, the system selects only the latest edited host.

i

Managed Hosts Nonmanaged Hosts
¥ Bulk Update Host IP/FQDN ESXi Version
Unknown location host mapping Host IP/FQDN Host Name Location Edit
Monitor Hosts
Monitor VMs
Map vCenter

©.f Please wait...
oo Please walt...




5. The hosts (ESXi) will appear in right side table under Nonmanaged Hosts. Select the host you want

to add to VM Management and click on left green arrow to manage hosts from VM Management.

Managed Hosts
w | i Bulk Update
] Host IP FQDN Host Mame Lacation Edit
Page of 0 r:;,&" No data to display
Commit Cancel

Nonmanaged Hosts
D Host IP/FQDN ESXi Version
143.147.162.18 ESXi 5.5 s
|:| 148.147.162.197 ESXi 5.1
148.147.162.236 ESXi 5.5
|:| 148.147.162.27 ESXi 5.5 =
] 148.147.162.42 ESXi 5.5
|:| 143.147.162.58 ESXi 5.5
] 148.147.162.97 ESXi 5.5 =
D 148. 147.168. 206 ESXi 5.0
] 148, 147,163, 220 ESXi 5.0
D 148. 147,168,237 ESXi 5.0
=1 142 147 160 7En Eewic

Page |1 ofz| b Pl I.TE‘ Displaying 1 - 15 of 33

Once the arrow button is clicked the hosts will move to Managed Hosts table. Select the host and
from drop-down select a location for the hosts and click Bulk Update.

Managed Hosts
| Pune b4 | s;lBquUpdate
Host IP/FQDN Host Mame Location Edit
148.147.162.18 148.147.162.18 Pune
148.147,162.236 148.147,162.236 Pune
Page of 0 EE‘ Mo data to display
Commit Cancel

%‘
:
|

Host TP /FQDN
143,147.162,197
143.147.162.27
148.147.162.42
143,147, 162,58
148.147,162.97
143,147, 163,206
143,147, 168.220
148,147, 168,237
143,147, 168,252
143.147.175.98

149 147 170 100

of 3

e e e

Page |1

ESXi Version
ESXi 5.1
ESXi 5.5
ESXi 5.5
ESXi 5.5
ESXi 5.5
ESXi 5.0
ESXi 5.0

»

m

E5Xi 5.0
E5Xi 5.5
ESXi 5.0

CCowi £

(-

=

Displaying 1 - 15 of 38

Click on Commit button to save the host in VM Management. Click Ok on the alert. The page will
be redirected to Location Management and the hosts managed will start showing up in VM

Management Tree.

in

VM Management Tree

= VM Management

=3 Pune
23 148.147.178.64
=] IMDEVftpscpserver
=] ReplicaFtpServer_168.224

B3 148.147.162.18
[=] Pdev1vm2-6.3.15_Build 14
=] pdevivm2
243 148.147.162.236
=] SMGR_VE10
[=] self Provisioning

Unknown location host mapping
Monitor Hosts
Monitor VMs

Map vCenter

1
Location Management

Locations || Virtual Machines

Locations
@ New
[]  Location Name

] Pune

[

Page |1 | of1

City

Pune

2

Host Management

Help ?
3
VM Management
Show Al d

Country
India

Displaying 1-10f 1
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Appendix F

Adding Utility Services using VM Management

The Utility Services can be added from VM Management on a customer VMware (ESXi) or Avaya
Virtualization Platform (AVP).
Follow Appendix D on how to add a host in VM Management before following below steps:

Navigate to Home/Services/Solution Deployment Manager/VM Management.

Home / Services / Solution ger / VM
B Help 7
VM Management Tree 2
1 2 3
ST — Location Managament Host Management VM Management
2SI Pune Show All: i
=€ 148.147.178.64
Locations || Virtual Machines
=] IMDEV fipscpserver
=] ReplicaFtpServer_168.224
Locations
@ New
[] Location Name City Country
] Pune Pune India
Unknown location host mapping
Monitor Hosts
Monitor VMs
Map vCenter
page |1 | of1 & Displaying 1- 1of 1
Home / Services / Solution Deployment Manager / VM Management
« Help ?
VM Management Tree L1
1 2 3
S VM Management Location Management Host: Management VM Management
33 Pune Show All: i
B 148.147.178.64
Locations | Virtual Machines
/=] IMDEVfipscpserver
=] ReplicaFtpServer_168,224
Vms
F @ =] = & < More Actions =
[£] vMName M P VM FQDN VM App Name VM App Version | VM State Current Action Status | Last Action
[C] ReplicaFtpserver_168.224 Stopped
[7] IMDEVftpscpserver Stopped
Unknown location host mapping
Monitor Hosts
Monitor VM
Map vCenter
< m v
Page (1 | of1 2 Displaying 1-20f 2




2. Clicking of New button will redirect to the new VM page

Home / Services / Solution Deployment Manager / VM Management

» Help 7

1 2 3

Location Management Host Management VM Management

Show Al: w7
Locations || Virtual Machines
VM Deployment

Select Location and Host

] »

Select Location: |

!

Select Host: [ |~

Host FQDN:

To deploy the virtual machine uith Out of Band Management (GOBM), ensure that OOBM is enabled on AVP or Hest.

r Lo
Capacity Details

Select Resource Pool and Data Store
Name Full Capaity Free Capacity Reserved Capacity Sta.

Resource Pool:
AVP host:
Model:

Datacenter / Cluster:

Deploy OVA

3. Fillin the required information under following section:

Select Location and Host section:
= Select Location: The location created where the host is added.
= Select Host: All the host will be populated associated with the location selected.

= VM Name: The name of the VM to be deployed.

Home / Services / Solution Deployment Manager / VM Management

o Help 2

1 2 3
Host Management VM Management
Show All: 7

Location Management

Locations | Virtual Machines

VM Deployment

Select Location and Host

Select Location: Pune

Select Host: | 148.147.178.64 i

I
m

Host FQDN: 1

To depioy the virtual e viith Out of Band Management (DOBM), ensure that GOBM is ensbled on AVP or Host

VM Name:  UtiityServices-1

Select Resource Pool and Data Store Capacity Details
Name Full Capacity Free Capadty Reserved Capacity Sta...
Resource Pool:  Resources cotostore1 (23 e sorcn
AVP host: No CPU 17880 MHz 15480 MHz
CPUCores 16 16
Model: ProLiant DL360 G7 Memary 9%622Mb 8533 VB
PerCPUCapacity 2400 MHZ

Datacenter / Cluster:  ha-datacenter

Deploy OVA




4. Selecting the Host will populate the data in Select Resource Pool and Data Store & Capacity
Details. The Data Store will be populated available on the Host. Select one of the Data Store from

the list.

Home / Services / Solution Deployment Manager / VM Management

», Help 2

1 2 3

Location Management Host Management VM Management

Show All: i
Locations | Virtual Machines

VM Deployment

Select Resource Pool and Data Store Eaciyiciaiy
Name Ful Capacity Free Capacity Reserved Capacity Sta...
Resource Pool: | Resources datastore1 (23) 111268 94268
AVP host: | No cPu 17880 MHz 15480 MHz
CPUCores 16 16
Model: | ProLiant DL360 G7 Memory 9622 Mb 8538 MB
PerCPUCapacity 2400 MHz

Datacenter / Cluster: | ha-datacenter

n

Data Store: |datastorel (23) ¥ |

Deploy ovA
Select Software Library: ‘ |V
Select OVAs: | |+
Select Flexi Footprint: v
*C i * Network

5. Select required values in Deploy OVA section
= Select Software Library: Select one of the software library configured in System Manager
where the utility services OVA is downloaded.
= Select OVA: All the OVAs will be populated available in the software library selected.
= Select Flexi Footprint: Select the footprint available as part of the US OVA.
Selection of the footprint will update the Capacity Details table and will do pre-deployment checks
whether the OVA will fit on the host selected. The status will be green or red for different

Home / Services / Solution Deploy ger / VM
™ Heb ?
1 2 3
Location Management Host Management: VM Management
Show All: 7
Locations || Virtual Machines
VM Deployment
Select Resource Pool and Data Store Capacity Details
Mame Full Capacity Free Capacity Reserved Capacity status
Resource Pool: | Resources Data Store 111268 e 20GB @
AVP host: | No cPU 17880 MHz 15480 MHz NA MHz [~
CPUCores 16 15 1 @
Model: | ProLiant DL360 G7 —
Memory 9622 Mb 8538 Mb A Mb (-]
Datacenter / Cluster: | ha-datacenter PerCPUCapadty 2400 MHz NA 0 MHz ) L
Data Store: | datastorel (23) v
Deploy OVA
Select Software Library: SMGR_DEFAULT_LOCAL ¥
Select OVAs: | US-7.0.0.0.0.11-e55-01_OVF10.0va i
Select Flexi Footprint:  Minimal Resources v
* € i * Network
Product: | Utility Services i ps
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6. The selection of the OVA will populate Configuration and Network Parameters tabs. The data is
parsed from the OVA and section is dynamically rendered. Fill the required information to deploy
the Utility Services OVA.

Home / Services / Solution Deployment Manager / VM Management

»)

1

Location Management

Locations | Virtual Machines

VI Deployment

*C

Version: 7.0.0.0.0.11

= | Application

* Network Time Protocol IP: | 0.centos.pool.ntp.org

Timezone setting: | Etc/UTC
Utilty Services Mode: | full_functionality
* primary System Manager P address for applcation 145 |- (147 |-|162
registration
* Enrolment Password: eeees

* Confirm Password: | sssss

= Networking Properties

* Communication Manager P 145 |- (147 |-|162 |-

2

Host Management

* Hostname: | utiltyserverl.smgrdev.avaya.com

-|185

Help 2

3
VM Management
Show Al: i

i

2 Depoy @ cancel

Note: It is required to fill Networking Properties for Utility Services if DHCP is not configured.
Utility Services support DHCP for the deployment wherein the network parameters are configured

from DHCP. If you are not using DHCP make sure to fill the data.
If the OOBM is not used do not fill OOBM IP and Netmask.

Home / Services / Solution Deployment Manager / VM Management o
= Help 2
1 2 3
Location Management Host Management VM Management
Show All: w7
Locations || Virtual Machines
VH Deployment
* C i * Network
= Primary System Manager IP address for appication 145 |- 147 |- [162 |- /185 i
egistration
* Enrolment Password: | sssss
* Confirm Password: | esees
~| Networking Properties
Default Gateway: | 148.147.162.1
DNS: | 148.147.162.5
Public 1P Address: | 148.147.162.228 M
Public Netmask: | 255.255.255.0 =

Out of Band Management IP Address:

Qut of Band Management Netmask:
= Deploy @ cancel L

Home / Services / Solution Manager / VM
»| Help 7
1 2 3
Location Management Host Management VM Management
Show Alk >

Locations | Virtual Machines

VM Deployment

* Configuration Parameters | * Network Parameters

* Public: VM Network kg
* Services: VM Network B
* Out of Band Management: | VM Network B
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7. Click on Deploy button to start the deployment of Utility Services and Accept the EULA to continue

the deployment

1

Location Management

Locations | Virtual Machines

VM Deployment

Configuration Parameters | * Networl

Primary System Manager IP addres|

Enrolls

Out of Band Managem

out of Band Manage

Home / Services / Solution Deployment Manager / VM Management

2
Host Management

Eula Acceptance

AVAYA GLOBAL SOFTWARE LICENSE TERMS
REVISED: March 2015

VM Management

THIS END USER LICENSE AGREEMENT ("SOFTWARE LICENSE TERMS") GOVERNS THE

USE OF PROPRIETARY SOFTWARE AND THIRD-PARTY PROPRIETARY SOFTWARE LICENSED
THROUGH AVAYA. READ THESE SOFTWARE LICENSE TERMS CAREFULLY, IN THEIR
ENTIRETY, BEFORE INSTALLING, DOWNLOADING OR USING THE SOFTWARE (AS

DEFINED IN SECTION A BELOW/). BY INSTALLING, DOVHLOADING OR USING THE
SOFTWARE, OR AUTHORIZING OTHERS TO DO SO, YOU, ON BEHALF OF YOURSELF AND
THE ENTITY FOR WHOM YOU ARE DOING 50 | (HEREINAFTER REFERRED TO

INTERCHANGEABLY AS "YOU,"

OR OTHER LEGAL ENT[TY, YU REPRESENT THAT YOU HAVE THE ALITHORITV TO BIND
TF YOU Dt

SUCH ENTITY Tt OFTWARE LICENSE TERMS

AUTHORITY OR DO NCITWISH TO BE BOUND BY THESE SOFT\NARE LICENSE TERMS You

MuST RETuRN OR DELETE THE SOFT\NARE VWITHIN TEN (10

) DAYS OF DELIVERY FOR A

R THE LICENSE OR IF SO

U PAID FOR TH
ACCESSED ELECTRONICALLV, SELECT THE "DECLINE" BU

A. Definitions

(1) "ffliate” means any entity that is directly or indirectly

FTWARE IS
TTON AT THE END OF THESE
SOFTWARE LICENSE TERMS OR THE EQUIVALENT OPTION.

controling, controlled by, or under common control with Avaya Inc. or s

Show All:

Help 7

8. The page will be redirected to Location Management. Go to Virtual Machines Tab to see the status
of the Utility Services just deployed.

«

VM Management Tree 2

=123 VM Management
=3 Pune
27 148.147.178.64
=] MOEVfpscpserver
epicaFtpserver_168.224
tityServices-1

Unknown lacation host mapping
Moritor Hosts
Moritor VMs

Map vCenter

Home / Services / Solution Deployment Manager / VM Management

Page [1 | of 1 &

Help 7
1 2 3
Location Management Host Management VM Management
Show All: A
Locations | Virtual Machines
vms
D New 4 @ @ = ] <% More Actions ~
7] | vM Name WP VM FQDN VM AppName | VMAppVerson | VMState CumentAction Status | LastAction
UtiityServices-1 198.147.162.228 Utiity Services  7.0.0.00.11 Deploying Deploying. . <
Status Detais

[C] | ReplcaF pserver_168.224 Stopped
[F] | MDEVipscpserver Stopped
< m '

Displaying 1-30f 3

9. Click on Status Details link under Current Action Status to check the status of the deployment. The
deployment will take few minutes to complete. The newly created Utility Services will be deployed
and show up in VM Management Tree under the host used for deployment.

VM Management Tree

)] VM Management

23 1496.147.178.64
= MDEVApscpserver
=] ReplicaFtpServer_168.224

Unknown location host mapping
Moritor Hosts
Mornitor Vivs

Map vCenter

Home / Services / Solution Deployment Manager / VM Management

1

Logation Management

Pune VM Deployment Status

VM Deployment

Download/Extract OVA

Deployment
Create Host Network task
Check Resource before VMDK upload
Prepare OVA file task
Create Environment File
Create VM and upload VMDK files task
Create Envionment 150
Attach Enviranment 15O to VM
Ready to reconfigure YM
Starting VM

Running Sanity test

3
VM Manage

Show

Current Action Status

Help 2

Last Action

Deploying. .

2
Host Management.
x

2 P~
ate
fing
Ed
Ed

CAAALA s
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Appendix G

Establishing trust between SMGR and the Elements

The trust is required so that password less patching can be done from System Manager SDM. It is also
required to fetch the element details. Refer to Appendix-D on how to add a host to VM Management.

Navigate to Home/Services/Solution Deployment Manager/VM Management. In the example, we will
establish trust for Branch Session Manager. The steps are same for other elements.

Home / Services / Solution Deployment Manager / VM Management ©
e Help 2
VM Management Tree &
1 2 3
== VM Management Location Management Host Manzgement VM Management
23 Pune Show All A
250 146.147.178.64
=9 Locations || virtual Machines
Elssm_s7
=] utiity_server_148.147.178.185
Semso Locations
=] IMDEVfipscpserver @ New
E] ReplicaFtpserver_168.224 [ Location Name city Country

] Pure Pune India

Unknown location host mapping
Monitor Hosts
Monitor VMs

Map vCenter

&

Page |1 | of1 Displaying 1-10f 1

1. Select the host where your VM is deployed and click on the Virtual Machine tab.

= Help 2
VM Management Tree =]
1 2 3
559 VM Management Location Management Host Management VM Management
23 Pune Show All: i
20 146,147, 178.64
e s
EEEH
=] utity_server_145.147.175. 185
S Vms for Selected Host 148.147.178.64
=] IMDEVtpscpserver @ New &7 Edit o =] 2 - <4 More Actions +
=] ReplicaFtpServer_158.224 [F] vMName WM VM FQDN VM App Name: VM App Version VM State Current Action Status  Last Action
[7] utlity server_148.147.17... 146.147.178.185  us-195 Utiity Services  7.0.0.0.0.11 Started VM_REFRESH:COMPL... VM_REFRESH
[ cms0 148.147.178.30 a0 CM-Simplex 07.0.0.0.441 Started VM_REFRESH:COMPL... | VM_REFRESH
|:| BSM_S7 148.147.178.97 bsm-97 Session Manager 7.0.0.0.700007 Started VM_REFRESH:COMPL. VM_REFRESH
[[] ReplicaFtpServer_168.224 Stopped
[7] IMDEVftpscpserver Stopped
Unknown location host mapping
Monitor Hosts
Monitor VMs
Map vCenter
< m »
Page (1 | of1 = Displaying 1- 56f 5




2. Select one of the VMs listed in Virtual Machines tab. Click More Actions >Re-establish

Connection
Home [ Services / Solution ger / VM
ry Help
1 2 3
Location Management Host Management VM Management
Show Al o
148.147.178.64 | Virtual Machines
Vms for Selected Host 148.147.178.64
Q@ new FEdt @ pelee [ @ stop ©Restart [ Refreshvi (5] Show Selected |2 More Actions =
[7] VM Name VM VM FQDN VM App Name VM App Ver i Re-establish Connection [|Action Status  Last Action HostName Trust Status Data Store
[ utiity_server_148.147.17...  196.147.178.185 Us-195 Utlity Servicss 7.0.0.0.0.1 Update StaticRouting  RESH:COMPL..  VM_REFRESH 148.147.178.64 datastore1 (;
[[]_cm_80 148.147.178.80  am-80 CM-Smplex 07.0.0.0.441 Started VM_REFRESH:COMPL...  VM_REFRESH 148.147.178.64 datastore1 (;
[1v] Bsm a7 148.147.178.97  bsm97 SessionManager  7.0.0.0.700007  Started VM_REFRESH:COMPL...  UM_REFRESH 148.147.178.64 datastore1 ({
[ ReplicaFtpServer_168.224 Stopped 148.147.178.64 datastore1 ({
[[] IMDEVApscpserver Stopped 148.147.178.64 datastore1 (;
« I ] »
Page (1 | of1 @ Displaying 1-5of 5

3. Clicking on the link will open VM Connection Reestablishment Window. Provide the User Name
and Password for the BSM to establish trust. The password is to be passed only once and will not
be stored in System Manager.

Home [ Services [ Solution

Manager / VM I

»

1

Location Management

148.147.178.64 | Virtual Machines

Vms for Selected Host 148.147.178.64.

@ New 7Edt ) Delete Os
VM Name WP
ublity_server_143.147.17 148.147.178. 1%

CM_80 148,147.178.8¢

s

RephcaFtpServer_163.224
IMDEVftpscpserver

2

Host Management

VM Conmection Reestablishment

“User Name:

“Password:

Cancel

3

VM Management

Host Name
148, 147.178.64
148.147.178.64

Show Ak

Trust Status

148.147.178.64

148, 147.178.64
148, 147.178.64

Help 2

Data Store

datastore1 (;
datastorel (;
datastored (;
catastore1 (;
datastored (|

Displayng 1-5af §

o
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4. Click on Reestablish Connection button, the window will close and the Current Action Status will

show Trust Establishing running.

» Help 7
1 2 3
Location Management Host Management VM Management
Show Al: S
148.147.178.64 || Virtual Machines
Vms for Selected Host 148.147.178.64
@ New o @ - | ] Show Selected 1% More Actions ~
[C] VM Name WP VMFQDN VMAppMName | VMAppVersion | VM State Current Action Status | Last Action Host Name Trust Status Data Store
[] utiity_server_148.147.17... | 148.147.178.185  us-195 Utiity Services | 7.0.0.0.0.11 Started VM_REFRESH:COMPL... | YM_REFRESH 148.147.178.64 datastore1 ({
D Cm_s0 148.147.178.80 m-80 CM-Simplex 07.0.0.0.441 Started VM_REFRESH:COMPL. VM_REFRESH 148.147.178.64 datastore1 (!
B5M_57 198.147.178.97  bsm-97 SessonManager  7.0.0.0.700007  Started Trust Establishing... < | VM_REFRESH 143.147.178.64 datastore1(;
Status Details
ReplicaFtpServer_168.224 Stopped 148.147.178.64 datastore1 (]
IMDEVftpscpserver Stopped 149.147.178.64 datastore1(;
Help 2
1 2 3
Location Management Host: Management: VM Management
VM Trust Establishment Status X Show Al v
148.147.178.64 || Virtual Machines VM Trust Establishment Completed .~
Vms for Selected Host 148.147.178.64 CDRom Attach <
9 New -
Invoke Refresh Plugin +
VM Name VM IP Host Name Trust Status Data Store
utiity_server_148.147.17... | 148.147.178.1f Get Trust Status v 148.147.178.64 datastore1 (]
cM_80 148.147.178.8| 148.147.178.64 datastored (;
BSM_97 148.147.178.9 148.147.178.64 SUCCESS on datastore1 (1
v 8/21/2015, 3:2
ReplicaFipServer_168.224 148.147.178.64 datastored (1
148.147.178.64 datastore1 (

IMDEVFtpscpserver

6. Once the trust is established with the VM. Select the VM again and Refresh VM to fetch the latest

element details.

»| Hel 2
1 2 3
Location Management Host Management VM Management
Show All: ~
148.147.178.64 | Virtual Machines
Vms for Selected Host 148.147.178.64
@ rew FEdt @Delete [ @stop @ Restart .j Show Selected ik More Actions +
[[] vM Name WP VM FQDN VM App Name VM App Version VM State Current Action Status  Last Action Host Name Trust Status Data Store
[[] utiity_server_148.147.17.. | 148.147.178,185  us-195 Utiity Services | 7.0.0.0.0.11 Started VM_REFRESH:COMPL.. | VM_REFRESH 148.147.178.64 datastore1 (;
[[] cM_s0 148.147.178.80  cm-80 CM-Simplex 07.0.0.0.441 Started VM_REFRESH:COMPL..  VM_REFRESH 148.147.178.64 datastore1 (;
B5M_97 148.147.178.97  bsm97 Session Manager  7.0.0.0.700007  Started VM-ESTABLISHTRUST:... VM-EstablishTrust 148.147.178.64  SUCCESS on datastore1 (;
5
8/21/2015, 3:3.
[[] ReplcaFtpServer_168.224 Stopped 148.147.178.64 datastore1 (1
[] IMDEvfipscpserver Stopped 148.147.178.64 datastore1 (1
- Help ?
1 2 e
Location Management Host Management VM Management
Show Al: ~
148.147.176.64 | Virtual Machines
Vms for Selected Host 148.147.178.64
(LT o (] e = show Selected % More Actions =
[ VMName VM P VM FQDN VM App Name VM AppVersion | VM State Current Action Status  Last Action Host Name Trust Status Data Store
[ utiity_server_148,147.17...  148.147.178.185  us-195 Utity Servicss 7.0,0.0.0.11 Started VM_REFRESH:COMPL... | VM_REFRESH 148,147, 178,64 datastore {{
O om0 148.147.178.80  cm-60 CM-Simplex 07.0.0.0.441 Started VM_REFRESH:COMPL...  VM_REFRESH 148,147, 178,64 datastore {{
B5M_97 148.147.178.97  bsm§7 Session Manager  7.0.0.0.700007  Started Refreshing... “7| YMEstablistTrust  148.147.178.64  SUCCESSen datastore {{
8/21/2015, 3:3.
Status Details
[ ReplcaFipServer_168.224 Stopped 148,147.178.64 datastore1 (;
[7] MMDEVftpscpserver Stopped 148,147.178.64 datastoret (;
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8. Click on Status Details to check the Refresh status.

»)

1

Location Management

148.147.178.64 | Virtual Machines

Vms for Selected Host 148.147.178.64

@ New
VM Name WP
utity_server_148,147.17... | 148.147.178.1)
M _80 148.147.178.9|
BSM_97 148,147.178.9

ReplicaFtpServer 168,224
IMDEVfipscpserver

Page |1 | of1

Help 2
2 3
Host Management: VM Mznagement
VM Refresh Status x Show Al aa
VM Refresh Completed ./
VM Refresh +
Retrieve host credentials +
Host Name Trust Status Data Store
Retrieve VM information s e R e
Updating VM information in SDM Tnventory v LB T 6 el
148.147.178.64 SUCCESS on datastore1(;
Updating VM information in Inventory v 8/21/2015, 3:3
148.147.178.64 datastore1 (;
148.147.178.64 datastore1 (:

Displaying 1-5 of 5

9. Close the Refresh Status Window.
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Appendix H

Element Selection on Upgrade Management Page

Upgrade Management comes with a default selection view in a flat structure wherein all the elements are

provided in a table format with all the elements. There is also provision to select elements in child
hierarchy view.

Navigate to Home/Services/Solution Deployment Manager/Upgrade Management.

1. The element Type System Platform, Templates, Communication Manager and Media Gateway
have clickable Name column.

Home [ Services / Solution Deployment Manager / Upgrade Management

Help 27
Upgrade Management

Enable Auto Refresh(10 sec) | Show Selected Elements

‘ Pre-upgrade Actions | | Upgrade Actions
6Items = Show  All[+] Filter: Enable
Release | Update e
[ |Name Parent Type Sub-Type IP Address Last Action |Action |Che
Status | Status
Status | 5ta
Session Branch Session Pre-upgrade
[ BsM_s7 CM_SurvRemoteEmbed Manager Mansger 148.147.178.97 n N/A Chedk () ]
P~ Avaya Aura(R) B . i
[ cM_65 ﬁg:ﬁm::'mt'u” Communication  148.147.162.65 (%) )] A
9 Manager
PR Avaya Aura(R) _
[0 | cv_so CM_SurvRemoteEmbed Communication  148.147.178.80 (1) N/A E’heei'g’ade ® ®
Manager
[ [cM_survRemoteEmbed |  sP128 148.147.178.128  (® ® Er;égﬁgrade NA N
System System Fre-upgrade
[ [spi2s Platfarm 148.147.178.128 (%) ® Chodk N/A N/
[ utility_server_148,147.178.185 CM_SurvRemoteEmbed  Utility Server 148.147.178.185 /1) N/A Eﬁa‘g@grade @ @
4 m | +
Select : All, None
Home / Services [ Solution Deployment Manager / Upgrade Management [+]
Help ?

Upgrade Management

Enable Auto Refresh(10 sec) | Show All Elements

| Pre-upgrade Actions - | | Upgrade Actions Download
4Items & Show  All[«] Filter: Enable
Last
Release | Update | Last .
Name Parent Type Sub-Type IP Address Status | Status | Action Action
Status
S Avaya Aura(R)
CM-175.96 CM_Duplex ﬁgnmar;::'catm” Communication  148.147.175.96 1) N/A Analyze @
Manager
CM_Duplex SystemPlatform | Templates 148.147.175.95 (@ ® Analyze &)
MG_450 Media Gateway | Avaya G450 148.147.182.11 (¥ ® Analyze @&
SystemPlatform Syeem Syetem 148.147.175.95 (® ® Analyze @
14 [T | 3
Select : All, None




2. Clicking on the Name of the element shows the child hierarchy.

Clicking on System Platform:

Home / Services / Solution Deployment Manager / Upgrade Management

Element Hierarchy

felp 2

Seled

: SP128

- CM_SurvRemoteEmbed

+ utility_server_148.147.178.185

: CM_80
» BSM_97

Displaying Communication Manager Hierarchy

Done

nents

able

st

ftion |
atus | !

o

Select the elements in this window and click on Done button will carry the selection on
the Upgrade Management page.

Clicking on CM with TN Boards. The window will show TNBoards as link under CM and the

number of TN Boards associated with it. Click on CM to see the CM details, click on
TNBoards link will open the table below showing details of TN Boards:

Upgl

Pre-1

4 Iten

|

Home / Services / Solution Deploy

Element Hierarchy

q

/ Upgrade

Displaying Communication Manager Hierarchy

i v

: CM-175.96
> TNBoards (15)

i5Items & Show | Al [+]

0

s i R e e e

Name
TN2501AP:403:1A02:IDLE
TN771DP:409:1A11:IDLE
TN793CP:407:1A08;:IDLE
TN2224CP:408:1A10:1DLE
TNZ2501AP:403:1A06:IDLE
TN2302AP:412:1A14:IDLE
TN2464CP:411:1A13:1DLE
TN2501AP:403:1A04:IDLE
TNZ2501AP:403:1A09:IDLE
TN2312BP:402:1A01:IDLE

Element Name: CM-175.96
1P Address: 148.147.175.56
Element Type: Communication Manager
Software Version: R016x.03,0.124.0

IP Address
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96
148.147.175.96

Type
TN Board
TN Board
TN Board
TN Board
TN Board
TN Board
TN Board
TN Board
TN Board
TN Board

P

Version

Done

m

Help ?

zments

aable

it Versi

.03.0.1Z

D.1105

)1005.0
+

Select the elements in this window and click on Done button will carry the selection on
the Upgrade Management page.
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Clicking on Media Gateway with Media Modules. The window will show Media Modules as
link under Media Gateway and number of Media Modules associated with it. Click on
Media Gateway to see Media Gateway details, click on Media Modules link will open the
table showing details of Media Modules:

Home [/ Services / Solution Deployment Manager / Upgrade Management

Done

Element Hierarchy EPY
Upagi =
Displaying Communication Manager Hierarchy ements
Pre-i
4 Iten i [ . mG as0 Element Name: MG_450 hable
H , Media Modules (3) IP Address: 148.147.182.11
Element Type: Media Gateway
! Software Version: 34.5.1 It Versi
| .03.0.12
9Items @ Show | All[+]
i D.1105
= [ |Name IP Address Type Version
[ Avaya MM717:167::IDLE 148.147.182.11 Media Module 15 3
- D Avaya MM716:161::IDLE 148.147.182.11 Media Module 99 [t
3 | D Avaya MM714:163::IDLE 148.147.182.11 Media Module 99 '
Select [ Avaya G450:253::1DLE 148.147.182.11 Media Module 4.1.12
[l Avaya G4s0:252::1DLE 148.147.182.11 Media Module 30.25.0
[l Avaya MP8D:251::1DLE 148.147.182.11 Media Module N/A
[ Avaya MM722:250::IDLE 148.147.182.11 Media Module 8
[ Avaya G450:157::IDLE 148.147.182.11 Media Module 34.5.1
[ Avaya MM712:166::1DLE 148.147.182.11 Media Module 15
Select : All, None

Select the elements in this window and click on Done button will carry the selection on

the Upgrade Management page.
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Appendix |

Same Box

During migration flow, the Same Box is referred at many places including the drop-down
values in Pre-upgrade checks and migration.

If the same hardware on which the element is installed needs to be used for installing
Appliance Virtualization Platform (AVP) or customer’s VMware ESXi Host it is referred as
“Same Box”.

During migration if the drop-down is populated with “Same Box” it notifies SDM that same
hardware needs to be used which changes the flow of pre-upgrade checks and migration.



